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ABSTRACT

We present a privacy preserving protocol for fingerprint-
based authentication. We consider a scenario where a client
equipped with a fingerprint reader is interested into learn-
ing if the acquired fingerprint belongs to the database of
authorized entities managed by a server. For security, it
is required that the client does not learn anything on the
database and the server should not get any information
about the requested biometry and the outcome of the match-
ing process. The proposed protocol follows a multi-party
computation approach and makes extensive use of homomor-
phic encryption as underlying cryptographic primitive. To
keep the protocol complexity as low as possible, a particular
representation of fingerprint images, named Fingercode, is
adopted. Although the previous works on privacy-preserving
biometric identification focus on selecting the best matching
identity in the database, our main solution is a generic iden-
tification protocol and it allows to select and report all the
enrolled identities whose distance to the user’s fingercode is
under a given threshold. Variants for simple authentication
purposes are provided. Our protocols gain a notable band-
width saving (about 25 — 39%) if compared with the best
previous work [1] and its computational complexity is still
low and suitable for practical applications. Moreover, even if
such protocols are presented in the context of a fingerprint-
based system, they can be generalized to any biometric sys-
tem that shares the same matching methodology, namely
distance computation and thresholding.

Categories and Subject Descriptors
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1. INTRODUCTION

Biometric-based identification is receiving more and more
attention as an extremely reliable way of identifying people.
Such an interest is mainly due to the high reliability ensured
by biometric identification, its universality (most biometric
traits are such that every person owns them), uniqueness (it
is very rare, if not impossible, that two persons own the same
biometric trait), and permanence (good biometric traits are
virtually time invariant) [2]. As a matter of fact, biometric
templates are uniquely associated with each user and thus
represent the strongest form of personally identifiable infor-
mation. For the same reason, however, the possibility that
a biometric template could be stolen or exchanged raises
concerns on its uses and abuses. In this sense, a common
concern is the possibility that a government agency or a
company which maintains personal data might monitor and
track the actions and the behavior of each individual. An-
other basic concern is about the anonymity loss implied by
the massive use of biometrics for identification or authen-
tication purposes. Hence the widespread use of biometric
systems asks for a careful policy specifying to which party
biometric data can be revealed. It is even more important
to note that the biometric matching process may involve a
central server or be adopted in partially untrusted environ-
ments. It is therefore clear that developing techniques to
process biometric data in a privacy-preserving way would
have a great impact on the use of biometric-based authenti-
cation systems in every-day life.

In this framework the use of multiparty computation and
secure function evaluation techniques has been lately ad-
vanced as a viable way to process encrypted biometric data
as they preserve the privacy of the parties involved in the
computation. For example, the works in [3, 1] propose two
privacy-preserving face recognition protocols that may be
seen as the basis for a biometric-based identification service
where faces are used as the underlying biometric trait. Al-
though face images are widely used in many applications,
they are known to be quite weak biometric traits. Therefore



more reliable traits like fingerprint, iris code or DNA are
likely to be used in applications that need higher reliability.

In this paper, we propose a privacy-preserving system for
fingerprint-based authentication. We consider the follow-
ing typical scenario: a client C equipped with a specific-
biometric device (fingerprint reader) is interested into learn-
ing if the just acquired fingerprint belongs to the database
of authorized entities that is managed by a server S. For
privacy, we require that the client should trust the server to
correctly perform the matching algorithm for the fingerprint
recognition and also it should not learn anything about the
database managed by the server, beyond the outcome of the
matching process. On the other hand the server should not
get any information about the requested biometry and the
outcome of the matching process.

As to the template used to represent the user’s fingerprint,
we adopted the Fingercode representation introduced in [4].
While other kinds of representations, noticeably those based
on minutiae [5], are more common in practical applications,
we chose the fingercode representation as it is more suitable
for being implemented in a multi-party computation setting.
In fact, after the feature extraction step, its matching phase
needs only distancepurposes computation and thresholding.
Furthermore it keeps good accuracy when quantized to work
with integer vectors.

Though the works in [3, 1] focus on selecting the best-
matching identity in the database managed by the server
(giving out to the client a specific identifier), our main so-
lution is an identification protocol that allows to select and
report the identifiers of all (if more than one are present)
the enrolled identities whose distance to the user’s finger-
code is lower than a given threshold. We also propose the
following variants for authentication purposes. The first one
considers applications where the client is interested only into
knowing if the users’s fingerprint is in the database or not
(without an identifier). The second one handles the case of
a client who wishes to verify if a given alleged identity is
in the database and if the just acquired fingerprint matches
with such identity. Such scenarios are detailed in the next
sections.

Our protocols are entirely based on the use of homo-
morphic cryptosystems and gain a notable bandwidth sav-
ing (about 25 — 39%), if compared with the best previous
work [1]. The computational complexity is still low and
suitable for practical applications (as shown in Section 5).
Moreover, even if such protocols are presented in the context
of a fingerprint-based system, they can be generalized to any
biometric system that shares the same matching methodol-
ogy, namely distance computation and thresholding.

The rest of the paper is organized as follows. In Section 2,
we briefly describe the Fingercode approach for fingerprint-
based authentication. In Section 3 we give a rigorous de-
scription of the scenario considered in the paper. In Sec-
tion 4 we introduce our protocols, whose complexity and
security is analyzed in Section 5. Few technical parts are
discussed in appendices for lack of space.

2. FINGERCODE-BASED ID MATCHING

Various approaches for automatic fingerprint matching
have been proposed in the literature. The most popular
ones are based on the minutiae pattern of the fingerprint
and are collectively called minutiae-based approaches [5].

Although rather different one from the other, most of
these methods require extensive preprocessing operations
in order to reliably extract the minutia features [6]. An-
other class of fingerprint matching approaches matches di-
rectly the fingerprint images [7], or tries to match features
extracted from the image by means of certain filtering or
transform operations [8].

The algorithm this paper focuses on, is based on a particu-
lar representation of the fingerprints which yields a relatively
short, fixed length code, called Fingercode [4] suitable for
matching as well as storage on a smartcard. The matching
step is particularly simple since it boils down to the compu-
tation of the Euclidean distance between the to-be-matched
fingercodes and its comparison against a threshold 7. The
fingercode representation exploits some well-known peculiar-
ities of fingerprints to generate a short fixed length code,
maintaining a high recognition accuracy.

The fingercode representation was selected because its
good performances in terms of accuracy and speed, and be-
cause the used template and the matching step are partic-
ularly suited for a secure multi-party implementation. The
accuracy of the fingercode system is related to the quality
of the input image and the experience of the user to be cor-
rectly enrolled. In the literature, implementations of the
fingercode algorithm report Equal Error Rates in the range
of 3-5% working on standard fingerprint datasets [4, 9]. Ex-
periments show that filter-based matchers such as the finger-
code tend to perform slightly worse than the state-of-the-art
minutiae-based matcher on the same databases, but the fin-
gercode matching function has a much lower computational
complexity.

The feature extraction algorithm can be split into four
main steps as shown in Figure 1. By referring to such a
figure, given the fingerprint gray scale image, the matching
algorithm works as follow:

1. determine a reference point;

2. tessellate the region of interest around the reference
point;

3. filter the region of interest in eight different directions
using a bank of Gabor filters (more details in [10]);

4. compute the average absolute deviation from the mean
of gray values in individual sectors in filtered images
to define the feature vector or the fingercode.

The result of the above procedure is the fingercode that is
a k-dimensional feature vectors. By referring again to Fig-
ure 1, the top left disk represents the details for the 0° degree
orientation of the Gabor filter, while the bottom right disk
represents the 157.5° component. Each disk corresponds to
one particular Gabor filter that enhances the details in given
directions. In the original configuration, there are 5 bands
and 16 sectors for each disk, which results in a total of 640
(5 x 16 x 8) components for each fingercode.

Matching is easily achieved by computing the Euclidean
distance between the to-be-matched fingercodes and com-
paring it against a matching threshold. The translation in-
variance in the fingercode is due to the proper choice of the
reference point. However, features are not rotationally in-
variant. An approximate rotation invariance is achieved by
cyclically rotating the features in the fingercode itself. To
do so, for each fingerprint in the database, it is necessary
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Figure 1: System diagram of the fingerprint authentication system.

to store m fingercode templates corresponding to a given
set of m rotations of the fingerprint image (usually we have
m = 5). The input fingercode is matched against the m tem-
plates stored in the database to obtain m different matching
scores. Matching scores are compared with a threshold 7 and
if at least one of them is below 7 the matching succeeds. To
improve the matching accuracy, biometric systems may also
use personalized threshold (7;) for each user so to ensure a
better accuracy and a lower false positive rate.

To adapt the plain version of this algorithm to work on
encrypted data, we need to quantize the data involved in
the computation. This is necessary because the crypto-
graphic technique works just only on integer number (i.e.
Zn). Moreover, we can also change some parameters (e.g.,
number of bands, sectors) in order to reduce the length of the
fingercode. There are several possible choices for such pa-
rameters, our approach is based on finding, via experiments,
the solution that guarantees the lowest number of bits and
components without significantly affecting the performance
of the overall system. The subsequent privacy transforma-
tion will not affect the accuracy of the underling biometric
identification system.

3. OUR SCENARIO

In the following we discuss our scenario as well as some
known constructions of privacy-preserving identification us-
ing biometric measurements. In particular we focus on the
works of Erkin et al. [3] and of Sadeghi et al. [1] as our solu-
tion employs some basic building blocks used already in [3,
1]. In a nutshell, both such works implement a secure face
recognition protocol using standard Eigenfaces [11]. The
main difference between the two solutions is that the former
relies entirely on homomorphic encryption (HE) while the
latter adopts an hybrid approach where Garbled Circuits
(GC) are used in conjuction with HE.

In this paper we consider the following scenario: a client
C is equipped with a biometric device (e.g. a fingerprint
reader). The device is used to read some biometric data
ID to be transmitted (in some encrypted form) to a server
S where a database of authorized identities is stored. The
privacy requirement that we impose is that C should not be
able to get any information beyond the fact that ID is in
the database or not (as stated later, in our work we also
consider the support of more than one matching record). At

the same time S should not get any information about ID
(not even if it is in the database or not).

In our scenario C owns a pair of (matching) keys (pke, skc)
for a public-key cryptosystem and we assume that the server
has a certified copy of pkc!. As in [3, 1], our solutions adopt
the following three steps approach:

e vector extraction: on a first stage the target biom-
etry (i.e. the information acquired by the biometric
device) is “converted” in a quantized characteristic fea-
ture vector T; in our specific case, the fingerprint image
is processed as described in Section 2 in order to ex-
tract the fingercode vector; similar processes are avail-
able in literature for other biometric systems;

e distances computation: the distances (with respect
to some appropriate metric) between the target vec-
tor Z and the vectors corresponding to each ID in the
database are computed; in our case, we are going to
use the Euclidean distance as required by the finger-
code system;

e selection of the matching identities: one (or more)
IDs matching the target ID are selected.

About the last step, in order to open new application
scenarios, we slightly change the original semantic of the
problem: instead of querying about the nearest matching
enrolled identity in the database as in [3, 1], we are inter-
ested in getting all the matching enrolled identities. In other
words: the required outcome for the client is the list of all the
identities in the database whose characteristic feature vec-
tors are “near enough” to be considered a successful match
(i.e., the distance is lower than the threshold 7).

Are the two problems equivalent? With some biomet-
ric systems, if we assume well-chosen parameters (like the
threshold 7), one may assume that a measure of a specific
biometry matches with just one person: the owner. If, for
some application-related reasons, the same person is enrolled
in the database more than one time, it should be fine to re-
turn all these identities to the client. However, for specific

! Jumping ahead, the protocols of Section 4 require the use of
two different encryption schemes (Paillier and EC-ElGamal,
see below): to simplify the presentation we are assuming
the pkc contains the different public-keys of the required
cryptosystems.



biometric systems or applications, it could not be equivalent
and/or desirable.

Willing to adapt our main construction to the identifica-
tion problem threated in [3, 1] we also propose two further
variants in Section 4.4: one is suitable to applications where
the client is only interested in knowing if a specific biometry
is in the database or not (without an identifier); the second
one allows a client to verify if a given alleged identity id is
in the database and if a given biometric measure matches
with that identity.

3.1 Parameters and Model

We will denote the symmetric security parameter by ¢ and
the asymmetric one (i.e., bit-length of RSA moduli) by T.
Recommended parameters for short-term security are t = 80
and T = 1024, whereas for long-term security ¢ = 128 and
T = 3072 are recommended [12].

In all the scenarios we consider a server S with a database
of n enrolled entities, where each of them is represented by
a characteristic feature vector of k ¢-bits integers. We will
denote with 7 the biometric-threshold that, given a specific
metric, allows to say if two biometric measures match or not.
In order to support the specific matching logic on the finger-
code (see Section 2), we will assume that for each enrolled
identity m = 5 different vectors are stored in the database
as well as an eventual identity-specific threshold 7°.

The values of the k, ¢ and m parameters must be tuned
according to the current fingerprint dataset. For example,
working with a dataset of n = 900 fingerprints captured with
a standard fingerprint sensor, a proper parameters configu-
ration can be the following: 2 — 5 concentric bands, 4 — 16
sectors, 2 — 8 gabor filters, quantized with 4 — 8 bits and
stored with five different orientations (k = 16—640, { = 4—8
and m = 5). Typical bit lengths of the fingercode range from
64 to 5120 bits.

Finally, we work in the honest-but-curious model (as in [3,
1]), where parties are assumed to follow the protocol but may
try to learn additional information from the protocol trace
beyond what can be derived from the inputs and outputs of
the algorithm when used as a black-box.

4. OUR CONSTRUCTIONS

In this section we present our proposals to efficiently solve
the problems introduced in Section 3. Our constructions
strongly rely on the notion of (additively) Homomorphic En-
cryption (HE) schemes.

4.1 Homomorphic Encryption

A public-key encryption cryptosystem is said to be addi-
tively homomorphic if, given the encryptions? [a] and [b],
the ciphertext [a 4 b] can be easily computed as [a + b] =
[a] o [b], where o denotes some efficiently computable oper-
ator (e.g. plain multiplication on the underlying ring). As a
consequence, it is also possible to compute the multiplication
of an encryption [a] for a constant c in clear as [c-a] = [a]°.

In our protocol we will make extensive use of semanti-
cally secure® additively homomorphic encryption schemes.

2In the rest of the paper we will denote with [x] the encryp-
tion of the plaintext x; the public-key used for the encryption
is generally deducible from the context.

3A cryptosystem is said to be semantically secure if it is
infeasible for a “passive” adversary to derive significant in-

In particular we will adopt Paillier’s encryption scheme and
a variant of the well known-variant of the ElGamal encryp-
tion scheme (the latter is detailed in Appendix A).

4.1.1 Paillier cryptosystem.

Paillier presented in [13] the following efficient scheme.
Let N = pq be a T-bits RSA modulus, with p, ¢ primes, and
g is an element whose order is multiple of N in Z3;2. The
probabilistic encryption of a message x € Zn is computed
as [z] = ¢°r" mod N?, where r € Zy is chosen at random.
Such a scheme is clearly additively homomorphic: given [z]
and [y] we have that [z + y] = [z] - [y].- The homomorphic
operation is deterministic and, for security reasons, it will
be occasionally necessary to “re-randomize” the resulting ci-
phertext [2] using a fresh random value r € Zy as [2] - ™.
Pailliers scheme is efficient enough to be used in practice
but the ciphertext is twice as long as the original plaintext.
The semantic security of the scheme is proven under the
decisional composite residuosity assumption (DCRA) [13].

4.2 Vector Extraction

During a preliminary phase the acquired fingerprint image
is converted into a quantized fingercode vector. We assume
that this phase is done in clear (i.e. not in the encrypted
domain) by the client. Notice that this is not an issue in our
honest-but-curious setting where the client (i.e. the biomet-
ric device) already has the fingerprint data.

Moreover, given our current state of knowledge, such an
assumption seems to be necessary for our protocol to be
practical. Indeed, for many biometric systems (e.g. finger-
print, iris,...) the analysis of the biometric measures, and
their corresponding quantization process, are too complex
to be efficiently done on the encrypted domain.

4.3 An HE-based Solution for the Identifica-
tion of Matching Identities

Here we outline the details of our main construction. As
stated above, we assume that the client C has already pro-
cessed the fingerprint image to get a characteristic feature
vector (fingercode) Z. On the other side, the server S man-
ages a database of n pairs (id*,7"), where id’ is a unique
numeric identifier associated to the specific enrolled identity
and g’ is the related precomputed feature vector. Our solu-
tion requires the use of specific values for these identifiers:
id* = 2° (powers of 2).

In this phase we deliberately ignore some technical details
that are fingercode-specific. In particular we do not consider
here the presence of m different fingercodes for each identity
and the use of identity-specific thresholds 7*. In this way we
get a more general protocol that could be used for other
biometric systems as well. Fingercode specific aspects are
discussed in Section 4.5.

4.3.1 Secure vector submission.

Following Erkin et al.’s approach, in the first step the
client C sends an encrypted element-by-element version of
the integer vector T to the server S: more specifically, &k
Paillier encryptions [zo], ..., [zk—1] jointly with a further
encryption [Zf;& z7]. The latter value will be used to com-
plete the computation of the distances in the ciphertexts
domain as described later.

formation about the plaintext when it is given only the cor-
responding ciphertext and the used public-key.



4.3.2 Computation of distances.

In this step, it is required to compute the distances be-
tween the target vector Z and characteristic feature vectors
7° extracted from each identity in the database. The fin-
gercode system, as well as other biometric systems, uses the
Euclidean distance as underlying metric. In particular we
consider squared distance to reduce the complexity of the
protocol*. Denoting with D* the square of the Euclidean
distance between Z and the stored vector 7, the server can
non-interactively compute [D?] by exploiting the homomor-
phic properties of the Paillier cryptosystem, its knowledge
of §* and the ciphertexts received by C as follows:

) [k—1 )
[D'] = _ (wj—y§)2ﬂ
-;:1 k—1 ‘ k—1
= Zﬁﬂ I[—szjyéﬂ ﬂ (yﬁ)zﬂ
- xfﬂ 1:[[[%]] 25 . ﬂ 3 (y])zﬂ Vie{l,...,n}
Lj=0 7=0 j=0

4.3.3 Identities selection.

This step uses a protocol, that we call bit-MIN, that al-
lows to obliviously® compute an encryption of the predicate
bit of “X < Y™ ie. [b] = bit-MIN([X], [Y]) where b is
such that (b = 0 & X < Y). Here we assume that the
server S has got the encryptions of the two inputs [X], [Y]
and that is interested in receiving the outcome [b]. The se-
curity of our protocol requires that the client C should not
learn anything about X, Y and that the returned predicate
bit b should not be revealed to S. For this task we simplify
a protocol given in [3], which in turn builds from a solution
originally given by Damgard et al. [14]. In these schemes, in
order to gain bandwidth, a protocol-tailored variant of the
Benaloh-Fischer cryptosystem [15] is adopted® as underly-
ing, additively homomorphic, encryption scheme.

Our solution is simpler than [3] in that we can allow the
client to know b7. For lack of space, it is described in Ap-
pendix A.

Once the distance computation phase is over, S gets the
distances [D'],...,[D"]. Let’s consider the following n
pairs: (id", [D']), ..., (id™, [D™]). The server randomly per-
mutes® these pairs as: (id’,[D?]),..., (id’", [D"]) and
then it computes, using parallel executions of bit-MIN, the

We are of course using the fact that the square function
is monotonically increasing function on positive inputs. We
implicitly assume that the threshold values 7, 7* are properly
adapted to accommodate this.

5Here by oblivious we mean that the output of the protocol
is hidden to at least one of the two parties.

SWe will not discuss the details of this cryptosystem here.
The interested reader is referred to [14].

"The functionality of the bit-MIN sub-protocol is exploited
in the work of Erkin et al. [3] in the identity selection phase.
The security of their final solution requires an even stronger
variant of it: the protocol has to be oblivious to both the
parties (i.e. not even the client can learn the bit b)

8The randomization is only used to hide to the client the
relation among the positions of the identities in the DB and
the order of querying. It is strictly required a fresh permu-
tation at each new session.

values [b7¢] = bit-MIN([], [D?¢]) for ¢ € {1,...,n}. The
following invariant holds:

b=1e D' <rforie{l,...,n} (1)

Finally, the server computes and returns to the client the
following encrypted value:

n

[R] = HZ b’ .idl]] = [Tm'7

=1

As a consequence of invariant (1), it is easy to check that the
final value R will consist in the sum of the numeric identifiers
associated to the enrolled identities that match the target
biometry. In other words: the bit at position ¢ in R is set
to 1 if and only if the i-th identity matches. The client
can easily extract R and reconstruct the list of matching
identities. The complete protocol is shown in Figure 2.
Comparing our approach with that of Erkin et al. [3], our
identities-selection methodology leads to a solution that is
more efficient both in terms of the round complexity (our
protocol requires a constant number of rounds, like in [1])
and in terms of the overall bit (bandwidth) complexity (see
Section 5.1). Moreover, further bandwidth saving comes
from the fact that, in the bit-MIN protocol, we use additive
ElGamal (over Elliptic Curves) as underlying homomorphic
encryption scheme, which is perfectly suited for our appli-
cation. Additive ElGamal differs from standard one [16] in
that it is additively homomorphic. This comes at the cost of
requiring a relatively small messages space (for our applica-
tion, however, this limitation is not a problem at all as we use
additive ElGamal to encrypt bits). Moreover, the scheme
becomes extremely bandwidth-efficient when implemented
over suitably chosen Elliptic Curve®. In the following we will
refer to this scheme as additively homomorphic EC-ElGamal
(additional details are deferred to Appendix A).

4.4 Variants for Specific Scenarios

Here we collect a few variants of the novel protocol of
Figure 2 suitable for some specific application scenarios.

4.4.1 Simple authentication.

In applications where the client is willing to accept a sim-
ple boolean outcome, like “authenticated/rejected’, our solu-
tion is functionally equivalent to the prior works in [3, 1]. It
is sufficient to change the way the value [R] is computed:

[R] =r- [Z bl]] = (T’

where r is a fresh random integer. The client C will output
rejected if R = 0, authenticated otherwise.

4.4.2  Authentication with identity confirmation.

Let’s think about the following high-security authentica-
tion scenario: the person who is going to authenticate is
doubly checked through some kind of hardware token (or
a simple card with a bar-code) and some specific biome-
try (e.g., fingercode). In this case the client (the biometric
reader) is able to send to the server an alleged identity id
read from the hardware token. The final boolean outcome
will be positive (authenticated) if and only if the submitted

9For instance using the curves from the SECG standard [17,
18).
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Figure 2: An HE-based for the identification of matching identities

biometry matches one of the enrolled identities as well as
the alleged identity id.

The suitable protocol is shown in Figure 3. After the
computation of the encrypted distances [D'], the server will
compute the auxiliary values:

i

'] = [ - id — id')] = (T - [ia'] ")’

where ¢ are fresh random integers. All the values mf will
be different than zero except for the alleged identity id.
The values [m'] will be sent to the client during the exe-
cutions of the sub-protocol bit-MIN: C will return the exact
outcome [b*] of bit-MIN only if the corresponding m® is not
null, otherwise a dummy outcome [0] is sent. In this way
only a single bit b* can be not null and only if it matches

the alleged identity id.

4.5 Fingercode-specific Adaptation

The fingercode biometric system has few peculiarities that
have to be specifically addressed in our proposals. The main
issue comes from the biometric matching algorithm that, in
order to keep low the error rate, requires to store m different
fingercodes (at different inclinations) for each enrolled iden-
tity. The algorithm considers the m FEuclidean distances
between the target fingercode and all these m vectors: the
final reference distance will be the minimum one.

If we consider the case of a successful match with a given
biometry, it is quite probable that more than one of the
m (quite similar) fingercodes present a specific distance un-
der the threshold 7. Given that, if we use the same iden-
tifier 4d’ for all the m fingercode variants, in our identifi-
cation protocol of Figure 2 we could have as final outcome
R =k -id" +-- + ki, -id', where id™, . .., id" are ¢ differ-
ent matching identities and k;,, . . ., k;, are specific constants
that denote the number of matching fingercodes for each
identity. Such R would not allow a reliable decoding. To
overcome the problem we can use (n-m) different identifiers
for each of the stored fingercodes: each biometry will have m
different identifiers with a publicly known relation. For ex-
ample, the i-th biometry could use the following identifiers:
dez — 2mi7idmi+1 _ 2’r‘r17l~l»17 . 7id'mi«&»(rnfl) _ 2mi+(m71)'
Given a matching identifier id“ = 2", a unique identifier for
the biometry is (w mod m).

The two variants presented in Section 4.4 do not require
the use of n-m different identifiers: the former does not use
them at all, and in the latter the use of the same identifier
for all the m fingercodes does not arise specific issues.

As stated in Section 2, another peculiarity of the quan-
tized version of the fingercode system is the possibility to
use a personalized threshold ¢ for each one of the enrolled
identities. This can be easily handled in our selection pro-
posals: the threshold 7% will be stored in the database record
and used in the invocation: [b] = bit-MIN([7’], [D']). It is
important to note that the 7% values (or any related infor-
mation) for the non-matching identities are not revealed to
the client.

4.6 More Scalability

The main proposal in Figure 2 strictly requires the use
of powers of 2 as identifiers: in real application scenar-
ios with a wide set of enrolled people this fact could limit
its scalability. Indeed, the maximum number of different
identifiers is equal to the bit-length of the Paillier plain-
text (7). For a security level of ¢t = 128, we can han-
dle at most T = 3072 different identifiers'®. This can be
handled clustering the n > T identifiers and using multi-

ple outcomes Rj;; more specifically, for j = 0,..., (%] -1

the server computes [R;] = []2,[»"TF]%, where no =

T,n1 = T,...,nfn7_, = nmodT are the cluster cardi-
T

nalities. In this way the ¢-th bit in R; is associated to the
identity id/T+¢.

The ciphertexts [R;] are sent to the client in the last
exchange in the protocol. These changes on the protocol do
not imply any further leakage of information.

As stated above, we notice that such scalability issue on
the number of identifiers does not apply at all to both vari-
ants presented in Section 4.4.

5. ANALYSIS OF THE PROPOSALS
5.1 Bandwith Usage

In order to evaluate the performances of our new propos-
als, we carry on an analytics comparison of the bandwidth

10The fingercode system reduces this availability of a factor
of m.



inputs of C: pke, skc, iH, T
output for C: authenticated or rejected

client C

A variant with identity confirmation

inputs of S: pke, id' = 2¢, §*
output for S: nothing

[zol, .., [zr-1], [X2?], [id]

server S
Vie{l,...,n}

if m’ =0
return 0]

[D7= [Za3] ITles] ™
)]
vie{l,...,n}
r* at random _ i
[m'] = ([id] - ia']T ")
choose a random
permutation: ji,...,jn

Vie{l,...,n}

else

return [b77]

iftR=0
reject [R]

[t:] = bit-MIN([], [D”*]), [m’']

get the bit [b77]

[R] =ITi=, [0']

else
authenticated

Figure 3: A protocol for authentication with identity confirmation

usage of all the available solutions. More specifically, we con-
sider our protocol in Figure 2 as well as the solutions in [3, 1].
Due to the different underling biometric systems used in the
prior works, we are excluding the preliminary phase related
to vector extraction. We consider a scenario where the client
C has got an already-computed vector Z with k& ¢-bits inte-
gers and the server manages a DB with n identities. Later
we use the maximum bit-length of the square of Euclidean
distance computed on such vectors: £ = 2¢ + [log2k] + 1.
In the following we detail on the respective analysis:

e our protocol: it requires the exchange of k + 2 Pail-
lier encryptions and n invocations of our bit-MIN sub-
protocol; each invocation of this last implies the use of
2¢' EC-ElGamal ciphertexts and of 3 Paillier encryp-
tions (see Section 4 and Appendix A);

e Erkin et al.: their HE-based solution exchanges k+ 3
Paillier ciphertexts, makes n invocations of their fully-
oblivious bit-MIN sub-protocol and n of a specific mul-
tiplication sub-protocol: the former requires 2¢ + 1
DGK cyphertexts and 3 Paillier ones; the latter makes
use of 2 Paillier encryptions (see [3] for details);

e Sadeghi et al.: for such work we are considering all
the optimizations'" described in [1]. Here the prelimi-
nary delivery of the encrypted vector uses k+ 1 Paillier
encryptions, then a sub-protocol for the data conver-
sion is invoked: it exchanges n Paillier ciphertexts and

"The analysis takes account of the following techniques:
“free XOR” gates [19] to do “free” evaluation of XOR gates
(no communication and negligible computation), garbled row
reduction on non-XOR gates [20] and point-and-permute [21]
to fast GC evaluation. They also consider the possibility to
carry on an heavy on-line preprocessing phase among the
client and the server. We are excluding such feature in our
analysis: it restricts the range of possible applicatory sce-
narios.

makes use of nf’ parallel executions of an Oblivious-
Transfer (OT) protocol. The use of GC evaluation
requires the exchange of the garbled values for the
server’s inputs (n - £’ bits), n - 3¢’ table entries for the
conversion protocol as well as 8¢'(n — 1) + 4(n + 1)
entries for the minimum selection. Each garbled value
and each entry table requires ¢ + 1 bits. For the OT
protocol we are considering the use of the optimal im-
plementation in [22].

The remaining global parameters are chosen according to
a plausible fingercode-based scenario'?: a DB with n =
900 - m fingercodes (m = 5 fingercodes for each identity)
and vectors of £ = 16 integers of { = 7 bits. The total
bandwidth usage (in kilobytes) for the recommended [12]
short/mid/long-term security parameters (¢ = 80,112, 128)
are reported in Table 1. The round complexity is also re-
ported in the last column.

Table 1: Bandwidth usage (in kb) and rounds

protocol t=80 | t=112 | t=128 | rounds
our protocol || 10100.9 | 16152.3 | 20867.7 oO(1)
Sadeghi et al. || 16502.0 | 23712.8 | 27882.7 0(1)
Erkin et al. 27567.2 | 55134.5 | 82701.7 | O(logn)

Our protocol provides a notable bandwidth saving: about
63 — 75% on Erkin et al. and 25 — 39% on Sadeghi et al..
Moreover the constant rounds complexity allows to get a bet-
ter communication latency during the protocol executions.

5.2 Time Efficiency

Our solution is mainly designed to save on bandwidth and
round complexity, nevertheless its computational efficiency

20ur advantage on the bandwidth usage is not strictly re-
lated to these fingercode-specific parameters: we still enjoy
optimal bandwidth usage even using different parameters.



is quite practical and comparable with the others. Its time
complexity is clearly linear in the number of identities in
the DB. We fully implemented our main protocol in order
to gather information about its real efficiency: we consider a
local run of the authentication protocol on a database of 64
identities with m = 5 fingercodes for each (n = 320) with pa-
rameters t = 80, k = 16 and £ = 7. Exploiting the use of off-
line precomputation one execution requires about 16 seconds
on a common PC (Intel Core 2 Duo at 2.4GHz). Willing to
force a comparison with the previous works: Erkin et al.
report an experiment where the distance computation and
minimum extraction on 320 pre-computed feature vectors
requires about 18 seconds; the efficient Sadeghi et al.’s solu-
tion requires about 8 seconds in such setting.

5.3 Security Argument

In this section we sketch a security argument for our pro-
tocol in Figure 2. In particular we want to argue that, in
the honest-but-curious setting, no party should be able to
get any information about the other party’s input. In other
words, this means that the client C should not be able to
get anything about the database held by S (beyond what
revealed by the functionality implemented by the protocol)
whereas S should not get anything about the fingercode and
outcome of the authentication process.

We discuss each phase of the protocol separately. The vec-
tor extraction phase is done entirely by C so no information
is leaked to S. Security of the distance computation phase
can be proved easily following the same approach used by
Erkin et al. in [3] (recall that our distance computation pro-
tocol is the same as that used in [3]). It remains to discuss
the selection of the matching identities phase.

Intuitively it is clear that the protocol is private for the
server as all the messages it receives are encrypted with re-
spect to C’s public key (using a semantically secure cryp-
tosystem). Things are a bit trickier for the client as the
latter knows the private key corresponding to the public key
with respect to which the ciphertexts are created. Still, we
argue that this does not allow C to get more information than
what prescribed by the protocol. This is because, whenever
C receives a ciphertext, the encrypted message is altered by
S via an information theoretic secure mask. For instance,
in the bit-MIN protocol (see Appendix A) C receives an en-
cryption of d which is statistically indistinguishable from a
uniformly distributed 101 + ¢ random integer. As a final
note we point out that even though C gets b*2 in the clear at
the end of the protocol bit-MIN this is not an hazard (in an
honest-but-curious setting) because of the fact that all the
couples are randomly permuted by S before executing the
bit-MIN protocol.

The two variants in Section 4.4 enjoy the same security
level: the client does not get any information about the
others identities in server’s DB.
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APPENDIX
A. THE SUB-PROTOCOL BIT-MIN

In this section we recall the sub-protocol bit-MIN used
in Section 4, which is a variant of the one proposed in [3].
As in rest of the paper: we consider a client C and a server
S. The latter has got the encryption of two ¢-bit integers
[X] and [Y]**. The protocol bit-MIN allows S to compute
the encrypted bit [b]] such that b = 0 & X < Y and uses
as building block a variant of the comparison protocol pro-
posed by Damgard et al. in [14] (see the next section). The
protocol bit-MIN is given in Figure 4 and works as follows.

As first step the server homomorphically computes [z] =
[2° + X — Y]. Since X and Y are {-bits long, z is an £ + 1
bits integer. Moreover one can interestingly see that the

14VWe assume that encrypted input and output values of this
protocol are made using the Paillier public-key of the client.
Furthermore we note that, in the context of our protocol,
bit-MIN is usually applied on inputs with a bit-length of
0" = 20+[log2k]+1. In this section we assume £-bits integers
in order to simplify the protocol description.

most significant bit of z (which we denote z) is 0 if and
only if X < Y. Thus in order to learn if X < Y it suffices
to compute z,. This can be done as follows.

S additively blinds z with a suitable random value r, ob-
taining [d]. S sends [d] to C and then they run the sub-
protocol DGK (see next section) after which S will learn [A]
such that A =0 & d < 7 (where d and 7 are, respectively,
d mod 2¢ and r mod 2%). We notice that the information

about “d < 7” is useful to compute z¢. In fact observe that:
b=z =2""%2—2) =22~ ((d —r) mod 2°))

where it is possible to compute (d—r) mod 2° = (d mod 2¢)—
(r mod 2°) 4+ X-2°. Since A = 0 < d < 7 it is easy to see the
correctness of zy.

A.1 The sub-protocol DGK

The DGK comparison protocol of [14] allows both parties
(i.e. the client C and the server §) to learn the bit A of the
predicate “d < r” where d and r are two ¢-bit integers owned
by C and S respectively.

The original DGK protocol is given in Figure 5 and works
as follows. As in the other protocols, the client C has a pair
of keys (pkc, skc) for an additively homorphic cryptosystem:
the original protocol uses the DGK [14] cryptosystem, we
will use a different scheme as stated later. We are going to
use another notation for such ciphetexts: [z]. The inputs
for the parties are, respectively, an ¢-bits integer d for the
client and another ¢-bit integer r for the server. After the
run of the original protocol, the server (as well as the client)
will learn the decision bit A of “d < 7”7 (ie. A =0 d <
r) while d and r will remain hidden to the server and the
client respectively. In our bit-MIN we use a slightly different
version of this protocol where the client sends [A] (encrypted
with his Paillier public-key) instead of A: in this way the
value of the decision bit remains hidden to the server.

The protocol consists of three rounds during which 2¢ ci-
phertexts are exchanged. More in detail, the server com-
putes the values [w;] = [d; @ 5] and [¢;] = [di — s + 1 +
Ef;i 41 wj]. The values ¢; carry on the information whether
or not d < r, in particular we have that one of the ¢;’s will be
0 if and only if d < r. To see the correctness of this, consider
all possible cases. If d = r, then we clearly have ¢; = 1 for all
1=0,...,£—1. If d # r, assume that the m-th bit (starting
from the most significant) is the first one where they differ.

Then ¢¢—1,...,cm+1 are equal to 1 while ¢, = dpm, — iy + 1
—1 _ : _
(as Zj:m+1 w; = 0). Moreover since w,, = 1, we have

Zﬁ;}_,_le >1land ¢ > 1Vie{0,...,m—1}. Thus ¢
depends only on d,, and r,, and it will be 0 only if d.,, < T4m,.

Finally, since the ¢;’s might contain information about d
and r, they are randomized (creating e;) so that when the
client decrypt e; he will obtain either 0 (if ¢; = 0) or a
random value'®. Therefore C will set A = 0 if one of the e;’s
decrypts to 0.

We defer the interested reader to [14] for more details
about this protocol.

151t is sufficient to check if the plaintext is equal to 0: the
DGK cryptosystem, as well as one that we adopt, has a
decryption procedure that is based on an exhaustive search
in the plaintext space.



inputs of C: pkc, skc
output for C: nothing

client C

d < [d]
dA: d n}od 2¢
[d] < d

[d]

[A] = DGK(d, #), [d]

The protocol bit-MIN

inputs of S: pke, [X],[Y]
output for S: [b] such that b=0< X <Y

Figure 4: A protocol that outputs the encrypted predicate bit of "X < Y

server S
r € {0,...,2'%%* — 1} at random
[r]<r

[=] = [20X10Y]~
[d] = [=][7]

Z||T

7 = r mod 2°

[#] < 7 mod 2
[d] = [d] o
18] = ([ [-dIIF) A —2")?

t 0]

outpu

inputs of C: pke, ske,d
output for C: Asuchthat A\=0&d<r

DGK Comparison Protocol

inputs of S: pke, r
output for S: A (in our version [A])

client C
extract the bits
d(),...,d(g_l of d
Vi=0,...,0—1 [do], - [de—1] >
compute [d;]
fori=0tofl—1
e: < [e)] _7([eol; - - - [ee—1])
if0 e {60, e ,64_1}
A=1 A
else >
A=0

Figure 5: A protocol that publicly computes the predicate bit of “d < r”.

server S

extract the bits
70y...,Te—1 Of 7

fori=0tof—1
[wi] = [di] - [ri] - [di] 7"
generate random values:
ROa"'vRefl 750
fori=0tol—1
[ci] = [di] 'R[l —ri] - TS0 [wy]
[ei} = ([Cz] /i)re—rand

choose a random perm. 7(+)

A.2  Our Changes

As stated in Section 4, we changed the protocol in Figure 5
in few points: the final bit A is encrypted as [A] in our
solution, so that the bit value is oblivious to the server S.

Furthermore we use a different cryptosystem instead of
the one used in [14, 3]. The chosen cryptosystem is a known
variant of the well-known ElGamal cryptosystem [16]. Such
a scheme differs from the original in two points: it is addi-
tively homomorphic and all the computation is carried over
a suitably chosen EC. We name it as: additively homomor-
phic EC-ElGamal. Let p be the 2t-bit prime order of the
working field, g a generator: the private-key will be a ran-
dom value a € Z, and the public-key will be (p,g,h = g%).
The encryption of a plaintext x € Z, is computed as the

pair (¢°h",g"), where r € Z, is chosen at random. Given a
ciphertext (c1, c2) the original plaintext can be recovered by
exhaustive search, like in DGK, on the value <. The final

cryptosystem is additively homomorphic. ’

The use of EC allows to obtain a great bandwidth saving,
indeed, exploiting the point compression [17], the cipher-
text can be transmitted using 2 - (2¢ 4 1) bits. For example,
for a security parameter t = 80, the ciphertext sizes for
the considered cryptosystems would be: Paillier 2048 bits,
DGK [14] 1024 bits and EC-ElGamal 322 bits. On the other
side, the use of EC usually requires slightly more complex
computations. These are the same EC groups exploited in
the efficient OT implementations used in the GC-based pro-
tocols [1].



