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Correspondence

Optimum Decoding and Detection always looks for the most likely sequence. The only attempt to theoret-
of Multiplicative Watermarks ically derive the optimum detection strategy for a readable watermark
is given in [3], where additive watermarking is considered. No such an
Mauro Barni, Franco Bartolini, Alessia De Rosa, and Alessandro Pigg&tempt has been performed for the multiplicative case.
The specific watermarking algorithm considered here relies on the
) ) ) embedding of a spread spectrum watermark, which is amplitude mod-
Abstract—This work addresses the problem of optimum decoding and ;| 4teq by an antipodal information string. A pseudo-random sequence
detection of a multibit, multiplicative watermark hosted by Weibull-dis- . . s . L "
tributed features: a situation which is classically encountered for image that is uniformly distributed if—1, 1] is first generated and split into
watermarking in the magnitude-of-DFT domain. As such, this work can N, chunks; then, each chunk is amplitude-modulated by multiplying
be seen as an extension of the system described in a previous paper, wherét by +1 or —1, thus allowing the introduction a¥, information bits.
the same problem is addressed for the case of 1-bit watermarking. The the- The modulated sequence is casted into the magnitude of DFT coeffi-

oretical analysis is validated through Monte Carlo simulations. Although . . . .
the structure of the optimum decoder/detector is derived in the absence of cients belonging to the midportion of the frequency spectrum by fol-

attacks, some experimental results are also presented, giving a measure oflOWing the multiplicative strategy described in [1].
the overall robustness of the watermark when attacks are present. By assuming equally probable information bits, optimum decoding

Index Terms—Multibit watermarking, multiplicative watermarking, op- red“‘?es to max'mum likelihood (ML) es“_matlon pmblem’ thus
timum decoding, watermark presence assessment. allowing us to derive the structure of the optimum decoder in closed
form. As to detection, the problem is formulated as a statistical

hypothesis testing problem, thus allowing the derivation of the
I. INTRODUCTION optimum detection strategy, consisting of the comparison between a

In this work, we address the problem of optimum decoding arelinood ratio functign ggainst a threshold to be set accordi.ng to the
detection of a multiplicative, multibit watermark embedded in thbléyman—Pearson criterion [5]. Unfortunately, whereas the likelihood
magnitude of the DFT coefficients of the host image. Such a probld@i0 can be expressed in closed form, the optimum threshold has to
comes down to the decoding/detection of a watermark hosted by a'3@gdetermined experimentally by observing the answer of the detector
of features following a Weibull probability density function (pdf). Thel® @ Set of test watermarks. In spite of this, results are good ones,
Weibull pdf, in fact, has recently been used to model the statistid@s validating the proposed approach and the underlying theoretical
behavior of the magnitude of DFT coefficients of digital images [1]. analysis. _ _ _

The problem of the optimum recovery of a watermark embedded inOQUr analysis does not consider the possible presence of noise and
Weibull-distributed features has been investigated in [1] and [2]; howiSual masking. For sake of completeness, however, the overall perfor-
ever, such works address 1-bit watermarking, where the detector ofignce of the proposed detector/decoder in a more realistic scenario,
has to decide whether a given watermark is present in the image at hfgre attacks and perceptual masking are taken into account, are eval-
or not. In contrast, in multibit watermarking, the decoder must extraggted through experimental results.
the hidden information without knowing it in advance. Optimum de-
coding of a multibit watermark has been considered in [3] and [4], !l. INFORMATION ENCODING AND WATERMARK EMBEDDING
where channel coding is also taken into account. These works, hoWThe muitibit watermarking algorithm considered in this paper is an
ever, refer to the additive watermarking of generalized-Gaussian diggension of the 1-bit watermarking scheme described in [1]xLet
trlbuteq fegtures (possibly Qescrlblng an image Wgtermarklng gche@g ...x,} be the set of host features (i.e., the magnitude of a set
operatln_g in the I_DCT domain) and can not be applied when a d'ﬁer%’ftmid-frequency DFT coefficients of the host image), anddet=
embedding rule is used. ) ~ {m1---m,} be a pseudo-random sequence uniformly taking values

As to multibit watermark detection, the problem of assessing ”iW[—l, 1]. The marked set of featurgs= {y: - - - y } is obtained by

presence of a multibit watermark is usually faced with heuristical%odifying the host DFT coefficients according to the following rule:
by first estimating the hidden message and then verifying the presence

of such a particular message. This approach, however, is not optimum Yyi = @i + ymia; (1)
since it tends to produce a high false detection rate since the detector
where~ is a parameter controlling the watermark strength. In [1], an
optimum detection algorithm, which permits a decision as to whether
Manuscript received February 4, 2002; revised November 19, 2002. Tisgiven set of featureg contains a given watermann™ or not, is
work was supported by the Italian Space Agency (ASI) under Grant I/R/178/@2scribed.
“Watermarking techniques for authenication and copyright protection of remoteHere, we extend the system presented in [1] to obtain a multibit wa-

sensing images accessible through public and private thematic networks.” i .. .
associate editor coordinating the review of this paper and approving it for p _ﬁ‘nark. To be specific, the watermark payload is increased by splitting
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bitsb = {b; --- by, }, which assume valug-1 for bit 1, and—1 for Due to (1), the pdff,(y) of a marked coefficieny; subject to a

bit 0: watermark valuen ;b can be written as
. iNy
w; = m;bg, i=1,....n; k= {_w . (3) vl be) = 1 i ;
n fy(!/f|'”'z> k) 1+ ymibs Ja 1+ ymibs (7

Note that the same biit, is used for all of the coefficients in the same o o .
watermark chunk. In the following, we will indicate the number of cowheref.(z) indicates the pdf of the original, nonmarked, magnitude
efficients assigned to each bit by of the DFT coefficient. According to previous studies [1], [2], we de-

By following the approach used in [1], the DFT regiSrhosting the cided to model the magnitude of DFT coefficients through a Weibull
watermark consists of the coefficients belonging to the low-mediuRflf fw (), which is defined as
frequencies of the spectrum so that invisibility and robustness are en- p

. B e\t \”?

sured at the same time. fw(r)=— (—) exp {— (—) } x>0 (8)

In order to increase the robustness of the system against attacks af- o e @
fecting only a part of the frequency spectrum (e.g., bandpass filteringl,ore., - 0 andj > 0 are real-valued positive constants controlling

the set of DFT samples assigned to each bit is chosen at random, yif,.n4f mean, variance, and shape. By inserting the above expressions
the set of host coefficients is randomly partitioned intononoverlap- niq (6) and by adopting a logarithmic formulation, we obtain the fol-

. N,
ping subsetgSi} 2, . lowing decision rule:
- \Bi B
. OPTIMUM WATERMARK DECODING b = sign Z (14 ym)” — (1 — ymy) yPi
: : . S5 @l (L ym)Pi(L = ymy)s ™
Given the embedding rule described above, we now look for the op- k
timum watermark decoder. The goal is to propose a criterion that max- 1 — ~m.
imizes the probability of a correct decision or, equivalently, that min- + > Biln T m 9)
imizes the probability of error. To do so, let us denote’hythe mth €Sk

decision region, i.e., the set of points in the observed feature space that . )
result in the decoding of theth bit sequenc,., . By assuming that all wherea; andg; indicate the shape parameters of the Weibull pdf mod-

the possibl@™* sequences are equally probable, minimization of th%ling theith feature sample. Equation (9) can be expressed in the fol-

error probability boils down to a maximum-likelihood (ML) optimum ©Wing compact form:
criterion, where the decoded sequence is obtained by looking for the

sequence that maximizes (y|m, b), i.e., +1, if Z viy; " > T

i)k = 1ES) (10)
X —1, otherwise
b =arg max [fy(y|lm, b;) 4
(=12 where we let:
omy VB ~my s )P
wherey = {y1---y.} indicates the set of observed host features, v; = (1/:_ yims) — (L= ym:) (11)
and fy (y|m, b,,) is the pdf of the random vector conditioned to a; (L4 ymi)? (1 = ymy)%
the eventan andb,,.. Assuming that both bits of the information se-2nd
guence and the coefficientsin are independent of each other, and by T. = Z Bi1n M 12)
assuming that the host DFT coefficients are independent as well, the i€S), 1—~ym,

previous equation can be written as
Implementation of the optimum decoder requires that coefficiergs
andg;s are known. According to our implementation, such values are
- estimated directly on the watermarked image, trusting that fat 1,
b = arg st [T foi (relmu, br,) ®)  the watermark presence does not bias significantly the results of the
k=1 estimate. In Table |, the values afs andg3;s estimated on theena
image are given. Such parameters have been obtained by subdividing
whereyy, is the set of DFT coefficients hosting tl¢h bit, i.e., those the region of the frequency spectrum hosting the watermark into 16
coefficients belonging t&., andm;. is the corresponding set of coef-subparts, inside which; and3; have been assumed to be constant
ficients of the random sequenag. By assuming that channel coding(see [1] for a more detailed description of how the frequency spectrum
is not used, bit-wise decoding of the transmitted sequence can be [egplit to estimatey; andj3;).
formed without losing optimality. Under this assumption, the optimum Having derived the optimum decoder structure, we should now cal-
decision criterion for thé:th bit can be formulated as culate the bit error probability in the absence of attacks. To this aim,
a common approach consists of applying the central limit theorem as-

. suming that: = ’Uiyfi approximately follows a normal distribu-
bp = arg  max _fy, (yi|myg, bz)

Ny

brE{—1,4+1} tion, whose mean and variance under the hypothese$ tkatl and
e o ST 6 b = —1 can be easily calculated onggs are known. For example, this
- dlbhke?ﬁﬁu g Fo(yilmis bi) ) approachis usedin[1] and [3]. A problem with the analysis based on the
k2 k

central limit theorem is that the normal approximation rapidly becomes
inadequate when the error probabilities to be estimated get increasingly
where we have exploited the knowledge that a given DFT coefficiesitnaller. This is exactly the case with digital watermarking, where error
y; depends only on the corresponding watermark component. probabilities as low a$0~% or 10~* are easily encountered. To avoid

Authorized licensed use limited to: Universita degli Studi di Siena. Downloaded on May 21, 2009 at 11:39 from IEEE Xplore. Restrictions apply.



1120 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 51, NO. 4, APRIL 2003

TABLE | 1e-01 ,
VALUES OF ;S AND /3; S FOR THELENAIMAGE. FOR AN EXACT DEFINITION OF
THE SUBREGIONSUSED TOESTIMATE «r; S AND 3;'S, SEE [1]
le-02
Subregion a B | Subregion a 16] o0
03|
X
1 0.056 1.82 9 0.057 2.01 )
le-04 F
2 0.069 1.79 10 0.056 2.04
le-05 |
3 0.059 1.79 11 0.040 1.88
4 0.028 1.79 12 0.027 1.82 fe-06r
5 0.030 1.88 13 0.033 185 107255028 469028 484 o2 503016 524012 55(0.08)
6 0.043 1.88 14 0.032 1.85 Fig. 1. Bit error probability obtained via Monte Carlo simulations. For each
PSNR, the_z correspon_ding value pfis given in round brackets. Results have
7 0.033 1.63 15 0.024 185 been obtained by letting = 300.
le-01 — ; -
8 0015 1.85 16 0.016 1.92 . Heaphncal 1 Smuletion

the problems deriving from the normal approximation, we derived tt
bit error probability via Monte Carlo simulations. To do so, we fixed th
number of coefficients used for each bitas- 300 and estimated a set
of typical ;s and3; s (see Table I). Then, we generated a large numb %
of random samples drawn from a set of Weibull distributions having tf
desired shape parameters. Eventually, we used such samples to hi
set of randomly generated messages and used these watermarked c( 1e-03f
cients to evaluate the quantities appearing in (10)—(12). These permit
us to and check whether the hidden message was correctly recove
or not. We repeated this procedure for several valueg €ihally ob-
taining the plot shown in Fig. 1. In the figure, the PSNR correspondir
to each value of; is given, where PSNR is defined as 49.4(0.18) 503 (0.16) 51}%' 19 524012 538 (0.1)

le-02

. 2552 Fig. 2. Comparison between simulation results and empirical bit error
PSNR= 10log,, 22 (13) probability, computed for different values of PSNR. The corresponding value
of v is given as well. Results have been obtained by letting 300.

wheres? indicates the mean square error between the marked and th Fig. 2, the results achieved for different values of PSNR are
original image. For each point of the curve, we considered a number (an o

. - tted; as can be seen, the agreement with the model-based analysis
trials such that at least 100 errors were found to keep the statistical %J@\'/ery good. Note that Fig. 2 covers a limited PSNR range to make
nificance of simulations high while keeping the computational burd : j

Re experimental analysis feasible.
reasonably low (this also explains why the plot does not account for P 4

PSNR values lower than 45 dB).

The results given in the previous section must be compared with the
actual bit error rate obtained when watermarking real images. In ordeiFor sake of completeness, we also carried out some experiments to
to perform such a comparison, we carried out some experimental testaluate the performance of the proposed decoder in more realistic sce-
All the experiments were carried out 612 x 512 black and white narios, i.e., when both attacks and visual masking are taken into ac-
images, with a watermark embedded in the magnitude of DFT coeffieunt. Even if our analysis does not account for the presence of noise
cients belonging to the diagonals from the 80th to the 160th (see [1] famd visual masking, in fact, both these factors are likely to be present
more details), for a total of 18 960 marked coefficients. We partition the many practical situations. For this set of experiments, we used a wa-
18 960-bit-long pseudo-random sequence into 64 subparts and magumark strengthy = 0.3 (PSNR= 45 dB), that is the maximum al-
lated each subpart with one payload bit, thus inserting 64 informatitwable energy under the invisibility constraint when spatial masking is
bits (» = 296 apart for the last bit, for which we let = 312). The adopted. In the following, the results we obtained when JPEG compres-
modulated sequence was then embedded into the host data with slifn, wavelet-based compression (JPEG2000), and median filtering are
ferent values ofy. All the diagrams shown in the figures have beempplied to the watermarked image are reported. As a first result, let
achieved by averaging the results obtained on 512 different pseugdonconsider the robustness of the watermark against standard JPEG
random sequences and three test images (naheelg Tiffany, and coding. The results we obtained are given in Fig. 3 (solid line), where
Lake), each hosting 64 bits, for a total of abdif hidden bits. the hit error rate is plotted as a function of the coding ratio expressed

IV. OVERALL PERFORMANCE
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1e400 PEG —— ] V. WATERMARK PRESENCEASSESSMENT
------------- JPEG2000 ------
Blind verification of watermark presence for a multibit watermark is
le-01 | more difficult than in the 1-bit case. This is because the detector does
not know the exact bit sequence hidden in the image.
1e-02 | In this paragraph, we derive the optimum detection structure for the
& watermarking system described in the previous sections. Optimality is
/a le03 b based on the Neyman—Pearson criterion, i.e., we minimize the missed
detection probability for a fixed false detection rate. The problem is
formulated as a statistical hypothesis testing problem: The hypothesis
le-04 H,, that data contain a spreading sequemce= {m7 ---m; }, mod-
| ulated by one of the™ possible bit sequencés is tested against the
1605 .. . e hypothesisi,, that the data do not contain™. The optimum decision
01 bop L criterion is based on the likelihood rati¢y) [1]:
Fig. 3. Bit error probability in presence of JPEG (solid line) and JPEG 2000 Uy) = fylylm™) (y|m”) (14)
(dashed line) coding with increasing bit per pixel. fy (¥10)
wherefy (y|m™) denotes the pdf of the observed coefficientsondi-
1e+00 T T Hormander otal —o— t|0r_1ed to the presence of a given spreading sequeticandfy (y|0),
Bamietal. *+ which is the same pdf conditioned to the presence of the null sequence
0. In fact, as it has been proved in [1],4fis reasonably small, the
le-01 3 pdf of the observed coefficients conditioned on the absenasof
fy(y|m # m™), can be approximated b (y|0).
1 The pdf of the watermarked coefficienfs (y|m™) is obtained by
E le-02 | 7 integrating out the2™» possible bit sequences. Using (2) and (3),
1 fy(y|m™) can be rewritten as
1e-03 | E « = E
fy(yim™) = || fy(yxlmy)
k=1
Ny
le-04 i . . . . : *
09 1 1.02 1.04 106 108 LI = {fy(ye|lmy, —1)p(by = —1)
bpp k=1

Fig. 4. Comparison between the performance of the proposed system and +fy(yrlmg, +Dp(be = +1)}. (15)

those reported in the work by Hernanagal. Results refer to the watermarking . Lo .
of a256 x 256 version of theLenaimage ¢ = 195, = 0.2, PSNR= 45 By assuming equad priori probabilities, we get
dB) in the presence of JPEG coding with increasing bits per pixel. Results

regarding Hernandez’'s systems have been directly taken from Hernandez's Ny
paper ¢ = 220, PSNR= 45.1 dB). fyylm*y =] 3¢ I fowilmi, -1
k=1 i€Sy,

in bits per pixel. As it can be seen, results are rather good in that a bit

error rate equal td0~* is now obtained for a compression ratio ap-

proximately equal to 15 (which is quite good if we consider that no

error correction code is used). By inserting the previous equation in (14) and using (7), the log likeli-
Similar results are obtained in the JPEG2000 case (dashed linfed ratio£(y) can be computed:

Note again that performance can be significantly improved by applying

channel coding protection [3], [4]. As to median filtering, results areC(y) = In {(y)

+ H Fylyilmi, +1) 3. (16)

=

comparable with those usually obtained in the related literature since Ny 1 3,
the watermark is capable of surviviigx 3 median filtering(P. = = Z —In2+1n H <7*>
3-107"), but the BER increases significantly when larger filter win- k=1 eS8, 1—ym;

dows are used.
We also compared the performance of our system with those ob- - exp
tained by the systems described in [3]. Such a system operates by em-

Bi B;
() (=)
w; 1—~ym?

bedding the watermark in the mid-frequency coefficients of block-DCT 1 Bi

transform. In Fig. 4, the results obtained by Hernandez's system are + H <m)

contrasted with those of our system. Results refer to the watermarking €Sk '

of a 256 x 256 version of theLenaimage hosting 24 information Y #i 1 fi

bits (r = 195 for our systemy = 220 for Hernandez's algorithm), exXp [(a_) [1 - <W> ]H } an

in the presence of JPEG coding. The diagram referring to our system

has been achieved by averaging the results obtained on 1000 differerih order to specify completely the optimum detection criterion, the
pseudo random sequences. In both cases, the watermarking strelugttikelihood ratio must now be compared against a threshold to decide
was chosen so that PSNR45 dB. Upon inspection of the results, theif the given codem™* is present in the host data or not. By relying on
validity of the proposed method comes out, especially at high comprése Neyman—Pearson criterion [5], the threshold is chosen in such a
sion ratios, where it outperforms the one by Hernaretes.. way that the missed detection rate is minimized subject to a fixed false
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TABLE I TABLE I
COMPARISON BETWEEN THEACTUAL FALSE DETECTION RATE COMPUTED WATERMARK DETECTION IN PRESENCE OFATTACKS. FOR EACH ATTACK, THE
THROUGH MONTE CARLO SIMULATIONS (MC) AND THE ERRORRATE SET HIGHEST ATTACK STRENGTH SURVIVED BY THE WATERMARK |S GIVEN
UNDER THE NORMALITY ASSUMPTION(CLT) (HIGHEST COMPRESSIONRATIO IN BITS PERPIXEL, MAXIMUM WINDOW SIZE)
Target Py (CLT) Actual Py (MC) Image JPEG JPEG 2000 Median filtering
10—1 8.7 10—2 Baboon 0.2 0.14 5
B 0.2 0.18 5
102 7.1-1073 oat
Bridge 0.2 0.21 5
1073 1.2-1073
Couple 0.2 0.16 5
1074 4.3-1074
f16 0.2 0.19 3
1075 6.8-107°
Harbor 0.2 0.21 5
House 0.2 0.17 5

positive probability, say’. 4. OnceP:- 4 has been fixed, the threshold
A can be computed by means of the relation:

Lake 0.2 0.18 5
—_ JrOO
Prpa=P(L(y) > NHo) = /\ fe(L|Ho)dL (18) New York 0.3 0.21 5
wheref . (L|Hoy) is the pdf of£ conditioned or,. We are now faced Tiffany 0.2 0.15 5
with the same difficulty we encountered in the decoding case: namely,
derive a good estimate ofz(£|Ho). A first possibility consists of Average 021 0.18 4.8

using Monte Carlo simulations to estimate the false detection prob-
ability for different values ofA and then choosing the threshold en-

suring the desired false detection rate. Such an approach, however, is o . ) )
very computationally intensive, thus calling for a simpler, possibly sul2ey give a good indication of detector effectiveness in real scenarios.

optimal, solution. With these considerations in mind, we assume tHAte same experimental set up dt?scribed_previogsly was used. to ma_rk
£ is normally distributed (the normality assumption can be support&" testimages. Then, JPEG coding with increasing compression ratio

by CLT arguments) and estimate its mean and variance by evaluatffgs @Pplied, and then, we searched for the watermark. We also looked
£ for t fake spreading sequencgsy;},1 < i < ¢, i.e., for' 100 fake watermarks to check whether a false alarm was generated

or not. In the first column of Table 111, the highest compression ratio (in
" bits per pixel) the watermark was able to survive (without generating a
fic = 1 Zgi (19) single false alarm) is given. The second column of Table Ill gives re-
t = sults for JPEG2000 coding. As for median filtering, we obtained the
) 1 < ) results illustrated in the third column of Table Ill. On average, reliable
Gr =" Y (Li—fic)” (20)  detection can be ensured for a window size up t05: a result that is
i=1 comparable with the best 1-bit watermarking schemes described in the
literature.

where, byZ;, the log likelihood ratio corresponding to tlith fake
spreading sequence is meant. Using this approximatiofifowe can
evaluatePr 4 in (18). Of course, the higher thte the better the es-
timates ofu, andoZ. We found experimentally that a good tradeoff We derived the structure of the optimum decoder for multiplicative,
between computational complexity and accuracy of results can be ofultibit watermarking of digital images in the magnitude-of-DFT do-
tained by letting = 100. In order to evaluate the error introduced bymain. From this point of view, this work can be seen as an extension
the normality assumption, we compared the actual bit error rate coto-multiplicative watermarking of the analysis carried out in [3] for the
puted through Monte Carlo simulations and the target bit error rate selditive case. The analysis is given in [1] is extended as well since
by using the normal assumption. The results we obtained are givenrirsuch a work, only 1-bit watermarking was considered. Both simu-
Table I, where the actual bit error rate is compared with the target on&tions and experimental results witness the validity of the proposed
As can be seen, the error introduced by the normality assumption gapproach, which is capable of ensuring a rather low BER, especially if
significant for low error rates. When using this simplified approachye consider that significantimprovements can be obtained by applying
then, it is necessary for the detector to compensate for such an ercbgnnel coding techniques to protect the embedded bit stream [4]. We
e.g., by adopting a conservative threshold. also explored the possibility of distinguishing between a watermarked

We also evaluated the performance of the simplified detector in tireage and a nonwatermarked one in the multibit case. Even if the de-
presence of JPEG/JPEG2000 coding and median filtering. While tteetion threshold could not be determined analytically, we proposed a
presence of attacks and masking clearly introduces a discrepancyddoptimal solution where the threshold is estimated directly on the
tween theory and experiments, these results are very important sitmage at hand. We validated this approach experimentally.

VI. CONCLUSIONS
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