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Optimum Decoding and Detection
of Multiplicative Watermarks

Mauro Barni, Franco Bartolini, Alessia De Rosa, and Alessandro Piva

Abstract—This work addresses the problem of optimum decoding and
detection of a multibit, multiplicative watermark hosted by Weibull-dis-
tributed features: a situation which is classically encountered for image
watermarking in the magnitude-of-DFT domain. As such, this work can
be seen as an extension of the system described in a previous paper, where
the same problem is addressed for the case of 1-bit watermarking. The the-
oretical analysis is validated through Monte Carlo simulations. Although
the structure of the optimum decoder/detector is derived in the absence of
attacks, some experimental results are also presented, giving a measure of
the overall robustness of the watermark when attacks are present.

Index Terms—Multibit watermarking, multiplicative watermarking, op-
timum decoding, watermark presence assessment.

I. INTRODUCTION

In this work, we address the problem of optimum decoding and
detection of a multiplicative, multibit watermark embedded in the
magnitude of the DFT coefficients of the host image. Such a problem
comes down to the decoding/detection of a watermark hosted by a set
of features following a Weibull probability density function (pdf). The
Weibull pdf, in fact, has recently been used to model the statistical
behavior of the magnitude of DFT coefficients of digital images [1].

The problem of the optimum recovery of a watermark embedded in
Weibull-distributed features has been investigated in [1] and [2]; how-
ever, such works address 1-bit watermarking, where the detector only
has to decide whether a given watermark is present in the image at hand
or not. In contrast, in multibit watermarking, the decoder must extract
the hidden information without knowing it in advance. Optimum de-
coding of a multibit watermark has been considered in [3] and [4],
where channel coding is also taken into account. These works, how-
ever, refer to the additive watermarking of generalized-Gaussian dis-
tributed features (possibly describing an image watermarking scheme
operating in the DCT domain) and can not be applied when a different
embedding rule is used.

As to multibit watermark detection, the problem of assessing the
presence of a multibit watermark is usually faced with heuristically
by first estimating the hidden message and then verifying the presence
of such a particular message. This approach, however, is not optimum
since it tends to produce a high false detection rate since the detector
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always looks for the most likely sequence. The only attempt to theoret-
ically derive the optimum detection strategy for a readable watermark
is given in [3], where additive watermarking is considered. No such an
attempt has been performed for the multiplicative case.

The specific watermarking algorithm considered here relies on the
embedding of a spread spectrum watermark, which is amplitude mod-
ulated by an antipodal information string. A pseudo-random sequence
that is uniformly distributed in[�1; 1] is first generated and split into
Nb chunks; then, each chunk is amplitude-modulated by multiplying
it by +1 or�1, thus allowing the introduction ofNb information bits.
The modulated sequence is casted into the magnitude of DFT coeffi-
cients belonging to the midportion of the frequency spectrum by fol-
lowing the multiplicative strategy described in [1].

By assuming equally probable information bits, optimum decoding
reduces to maximum likelihood (ML) estimation problem, thus
allowing us to derive the structure of the optimum decoder in closed
form. As to detection, the problem is formulated as a statistical
hypothesis testing problem, thus allowing the derivation of the
optimum detection strategy, consisting of the comparison between a
likelihood ratio function against a threshold to be set according to the
Neyman–Pearson criterion [5]. Unfortunately, whereas the likelihood
ratio can be expressed in closed form, the optimum threshold has to
be determined experimentally by observing the answer of the detector
to a set of test watermarks. In spite of this, results are good ones,
thus validating the proposed approach and the underlying theoretical
analysis.

Our analysis does not consider the possible presence of noise and
visual masking. For sake of completeness, however, the overall perfor-
mance of the proposed detector/decoder in a more realistic scenario,
where attacks and perceptual masking are taken into account, are eval-
uated through experimental results.

II. I NFORMATION ENCODING AND WATERMARK EMBEDDING

The multibit watermarking algorithm considered in this paper is an
extension of the 1-bit watermarking scheme described in [1]. Letx =
fx1 � � � xng be the set of host features (i.e., the magnitude of a set
of mid-frequency DFT coefficients of the host image), and letm =
fm1 � � �mng be a pseudo-random sequence uniformly taking values
in [�1; 1]. The marked set of featuresy = fy1 � � � yng is obtained by
modifying the host DFT coefficients according to the following rule:

yi = xi + 
mixi (1)

where
 is a parameter controlling the watermark strength. In [1], an
optimum detection algorithm, which permits a decision as to whether
a given set of featuresy contains a given watermarkm� or not, is
described.

Here, we extend the system presented in [1] to obtain a multibit wa-
termark. To be specific, the watermark payload is increased by splitting
the watermark sequencem into Nb chunks, whereNb is the number
of bits to be embedded. Then, each chunk is multiplied by+1 or�1
according to the information bit to be transmitted. The embedding rule
expressed in (1) must now be modified as follows:

yi = xi + 
wixi (2)

where the amplitude-modulated watermarkw is achieved by modu-
lating the pseudo-random sequencem by means ofNb information
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bitsb = fb1 � � � bN g, which assume value+1 for bit 1, and�1 for
bit 0:

wi = mibk; i = 1; . . . ; n; k =
iNb

n
: (3)

Note that the same bitbk is used for all of the coefficients in the same
watermark chunk. In the following, we will indicate the number of co-
efficients assigned to each bit byr.

By following the approach used in [1], the DFT regionS hosting the
watermark consists of the coefficients belonging to the low-medium
frequencies of the spectrum so that invisibility and robustness are en-
sured at the same time.

In order to increase the robustness of the system against attacks af-
fecting only a part of the frequency spectrum (e.g., bandpass filtering),
the set of DFT samples assigned to each bit is chosen at random, i.e.,
the set of host coefficients is randomly partitioned intoNb nonoverlap-
ping subsetsfSkg

N

k=1.

III. OPTIMUM WATERMARK DECODING

Given the embedding rule described above, we now look for the op-
timum watermark decoder. The goal is to propose a criterion that max-
imizes the probability of a correct decision or, equivalently, that min-
imizes the probability of error. To do so, let us denote byCm themth
decision region, i.e., the set of points in the observed feature space that
result in the decoding of themth bit sequencebm. By assuming that all
the possible2N sequences are equally probable, minimization of the
error probability boils down to a maximum-likelihood (ML) optimum
criterion, where the decoded sequence is obtained by looking for the
sequence that maximizesfy(yjm; b), i.e.,

b̂ = arg max
l=1���2

fy(yjm; bl) (4)

wherey = fy1 � � � yng indicates the set of observed host features,
andfy(yjm; bm) is the pdf of the random vectory conditioned to
the eventsm andbm. Assuming that both bits of the information se-
quence and the coefficients inm are independent of each other, and by
assuming that the host DFT coefficients are independent as well, the
previous equation can be written as

b̂ = arg max
l=1���2

N

k=1

fy (ykjmk; bl ) (5)

whereyk is the set of DFT coefficients hosting thekth bit, i.e., those
coefficients belonging toSk, andmk is the corresponding set of coef-
ficients of the random sequencem. By assuming that channel coding
is not used, bit-wise decoding of the transmitted sequence can be per-
formed without losing optimality. Under this assumption, the optimum
decision criterion for thekth bit can be formulated as

b̂k = arg max
b 2f�1;+1g

fy (ykjmk; bk)

= arg max
b 2f�1;+1g

i2S

fy(yijmi; bk) (6)

where we have exploited the knowledge that a given DFT coefficient
yi depends only on the corresponding watermark component.

Due to (1), the pdffy(y) of a marked coefficientyi subject to a
watermark valuemibk can be written as

fy(yijmi; bk) =
1

1 + 
mibk
fx

yi

1 + 
mibk
(7)

wherefx(x) indicates the pdf of the original, nonmarked, magnitude
of the DFT coefficient. According to previous studies [1], [2], we de-
cided to model the magnitude of DFT coefficients through a Weibull
pdf fW (x), which is defined as

fW (x) =
�

�

x

�

��1

exp �
x

�

�

x > 0 (8)

where� > 0 and� > 0 are real-valued positive constants controlling
the pdf mean, variance, and shape. By inserting the above expressions
into (6) and by adopting a logarithmic formulation, we obtain the fol-
lowing decision rule:

b̂k = sign
i2S

(1 + 
mi)
� � (1� 
mi)

�

�
�

i (1 + 
mi)� (1� 
mi)�
y
�

i

+
i2S

�i ln
1� 
mi

1 + 
mi

(9)

where�i and�i indicate the shape parameters of the Weibull pdf mod-
eling theith feature sample. Equation (9) can be expressed in the fol-
lowing compact form:

b̂k =
+1; if

i2S

viy
�

i > Tz

�1; otherwise

(10)

where we let:

vi =
(1 + 
imi)

� � (1� 
mi)
�

�
�
i (1 + 
mi)� (1� 
mi)�

(11)

and

Tz =
i2S

�i ln
1 + 
mi

1� 
mi

: (12)

Implementation of the optimum decoder requires that coefficients�is
and�is are known. According to our implementation, such values are
estimated directly on the watermarked image, trusting that for
 � 1,
the watermark presence does not bias significantly the results of the
estimate. In Table I, the values of�is and�is estimated on theLena
image are given. Such parameters have been obtained by subdividing
the region of the frequency spectrum hosting the watermark into 16
subparts, inside which�i and�i have been assumed to be constant
(see [1] for a more detailed description of how the frequency spectrum
is split to estimate�i and�i).

Having derived the optimum decoder structure, we should now cal-
culate the bit error probability in the absence of attacks. To this aim,
a common approach consists of applying the central limit theorem as-
suming thatz = viy

�
i approximately follows a normal distribu-

tion, whose mean and variance under the hypotheses thatb = 1 and
b = �1 can be easily calculated once�is are known. For example, this
approach is used in [1] and [3]. A problem with the analysis based on the
central limit theorem is that the normal approximation rapidly becomes
inadequate when the error probabilities to be estimated get increasingly
smaller. This is exactly the case with digital watermarking, where error
probabilities as low as10�6 or 10�8 are easily encountered. To avoid
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TABLE I
VALUES OF� S AND � S FOR THELENA IMAGE. FOR AN EXACT DEFINITION OF

THE SUBREGIONSUSED TOESTIMATE � S AND � S, SEE [1]

the problems deriving from the normal approximation, we derived the
bit error probability via Monte Carlo simulations. To do so, we fixed the
number of coefficients used for each bit asr = 300 and estimated a set
of typical�is and�is (see Table I). Then, we generated a large number
of random samples drawn from a set of Weibull distributions having the
desired shape parameters. Eventually, we used such samples to hide a
set of randomly generated messages and used these watermarked coeffi-
cients to evaluate the quantities appearing in (10)–(12). These permitted
us to and check whether the hidden message was correctly recovered
or not. We repeated this procedure for several values of
, finally ob-
taining the plot shown in Fig. 1. In the figure, the PSNR corresponding
to each value of
 is given, where PSNR is defined as

PSNR= 10 log
10

2552

"2
(13)

where"2 indicates the mean square error between the marked and the
original image. For each point of the curve, we considered a number of
trials such that at least 100 errors were found to keep the statistical sig-
nificance of simulations high while keeping the computational burden
reasonably low (this also explains why the plot does not account for
PSNR values lower than 45 dB).

The results given in the previous section must be compared with the
actual bit error rate obtained when watermarking real images. In order
to perform such a comparison, we carried out some experimental tests.
All the experiments were carried out on512 � 512 black and white
images, with a watermark embedded in the magnitude of DFT coeffi-
cients belonging to the diagonals from the 80th to the 160th (see [1] for
more details), for a total of 18 960 marked coefficients. We partition the
18 960-bit-long pseudo-random sequence into 64 subparts and modu-
lated each subpart with one payload bit, thus inserting 64 information
bits (r = 296 apart for the last bit, for which we letr = 312). The
modulated sequence was then embedded into the host data with dif-
ferent values of
. All the diagrams shown in the figures have been
achieved by averaging the results obtained on 512 different pseudo
random sequences and three test images (namelyLena, Tiffany, and
Lake), each hosting 64 bits, for a total of about105 hidden bits.

Fig. 1. Bit error probability obtained via Monte Carlo simulations. For each
PSNR, the corresponding value of
 is given in round brackets. Results have
been obtained by lettingr = 300.

Fig. 2. Comparison between simulation results and empirical bit error
probability, computed for different values of PSNR. The corresponding value
of 
 is given as well. Results have been obtained by lettingr = 300.

In Fig. 2, the results achieved for different values of PSNR are
plotted; as can be seen, the agreement with the model-based analysis
is very good. Note that Fig. 2 covers a limited PSNR range to make
the experimental analysis feasible.

IV. OVERALL PERFORMANCE

For sake of completeness, we also carried out some experiments to
evaluate the performance of the proposed decoder in more realistic sce-
narios, i.e., when both attacks and visual masking are taken into ac-
count. Even if our analysis does not account for the presence of noise
and visual masking, in fact, both these factors are likely to be present
in many practical situations. For this set of experiments, we used a wa-
termark strength
 = 0:3 (PSNR= 45 dB), that is the maximum al-
lowable energy under the invisibility constraint when spatial masking is
adopted. In the following, the results we obtained when JPEG compres-
sion, wavelet-based compression (JPEG2000), and median filtering are
applied to the watermarked image are reported. As a first result, let
us consider the robustness of the watermark against standard JPEG
coding. The results we obtained are given in Fig. 3 (solid line), where
the bit error rate is plotted as a function of the coding ratio expressed
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Fig. 3. Bit error probability in presence of JPEG (solid line) and JPEG 2000
(dashed line) coding with increasing bit per pixel.

Fig. 4. Comparison between the performance of the proposed system and
those reported in the work by Hernandezet al.Results refer to the watermarking
of a 256 � 256 version of theLena image (r = 195, 
 = 0:2, PSNR= 45

dB) in the presence of JPEG coding with increasing bits per pixel. Results
regarding Hernandez’s systems have been directly taken from Hernandez’s
paper (r = 220, PSNR= 45:1 dB).

in bits per pixel. As it can be seen, results are rather good in that a bit
error rate equal to10�3 is now obtained for a compression ratio ap-
proximately equal to 15 (which is quite good if we consider that no
error correction code is used).

Similar results are obtained in the JPEG2000 case (dashed line).
Note again that performance can be significantly improved by applying
channel coding protection [3], [4]. As to median filtering, results are
comparable with those usually obtained in the related literature since
the watermark is capable of surviving3 � 3 median filtering(Pe =
3 � 10�4), but the BER increases significantly when larger filter win-
dows are used.

We also compared the performance of our system with those ob-
tained by the systems described in [3]. Such a system operates by em-
bedding the watermark in the mid-frequency coefficients of block-DCT
transform. In Fig. 4, the results obtained by Hernandez’s system are
contrasted with those of our system. Results refer to the watermarking
of a 256 � 256 version of theLena image hosting 24 information
bits (r = 195 for our system,r = 220 for Hernandez’s algorithm),
in the presence of JPEG coding. The diagram referring to our system
has been achieved by averaging the results obtained on 1000 different
pseudo random sequences. In both cases, the watermarking strength
was chosen so that PSNR= 45 dB. Upon inspection of the results, the
validity of the proposed method comes out, especially at high compres-
sion ratios, where it outperforms the one by Hernandezet al..

V. WATERMARK PRESENCEASSESSMENT

Blind verification of watermark presence for a multibit watermark is
more difficult than in the 1-bit case. This is because the detector does
not know the exact bit sequence hidden in the image.

In this paragraph, we derive the optimum detection structure for the
watermarking system described in the previous sections. Optimality is
based on the Neyman–Pearson criterion, i.e., we minimize the missed
detection probability for a fixed false detection rate. The problem is
formulated as a statistical hypothesis testing problem: The hypothesis
H1, that data contain a spreading sequencem� = fm�

1 � � �m
�

ng, mod-
ulated by one of the2N possible bit sequencesb, is tested against the
hypothesisH0, that the data do not containm�. The optimum decision
criterion is based on the likelihood ratio`(y) [1]:

`(y) =
fy(yjm

�)

fy (yj0)
(14)

wherefy(yjm�) denotes the pdf of the observed coefficientsy condi-
tioned to the presence of a given spreading sequencem

�, andfy(yj0),
which is the same pdf conditioned to the presence of the null sequence
0. In fact, as it has been proved in [1], if
 is reasonably small, the
pdf of the observed coefficients conditioned on the absence ofm

�,
fy(yjm 6= m

�), can be approximated byfy(yj0).
The pdf of the watermarked coefficientsfy(yjm�) is obtained by

integrating out the2N possible bit sequences. Using (2) and (3),
fy(yjm

�) can be rewritten as

fy(yjm
�) =

N

k=1

fy(ykjm
�

k)

=

N

k=1

ffy(ykjm
�

k; �1)p(bk = �1)

+fy(ykjm
�

k; +1)p(bk = +1)g : (15)

By assuming equala priori probabilities, we get

fy(yjm
�) =

N

k=1

1

2

i2S

fy(yijm
�
i ; �1)

+
i2S

fy(yijm
�
i ; +1) : (16)

By inserting the previous equation in (14) and using (7), the log likeli-
hood ratioL(y) can be computed:

L(y) = ln `(y)

=

N

k=1

� ln 2 + ln
i2S

1

1� 
m�
i

�

� exp
yi

�i

�

1�
1

1� 
m�
i

�

+
i2S

1

1 + 
m�
i

�

� exp
yi

�i

�

1�
1

1 + 
m�
i

�

: (17)

In order to specify completely the optimum detection criterion, the
log likelihood ratio must now be compared against a threshold to decide
if the given codem� is present in the host data or not. By relying on
the Neyman–Pearson criterion [5], the threshold is chosen in such a
way that the missed detection rate is minimized subject to a fixed false
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TABLE II
COMPARISONBETWEEN THEACTUAL FALSE DETECTION RATE COMPUTED

THROUGH MONTE CARLO SIMULATIONS (MC) AND THE ERRORRATE SET

UNDER THE NORMALITY ASSUMPTION(CLT)

positive probability, sayPFA. OncePFA has been fixed, the threshold
� can be computed by means of the relation:

PFA = P (L(y) > �jH0) =
+1

�

fL(LjH0)dL (18)

wherefL(LjH0) is the pdf ofL conditioned onH0. We are now faced
with the same difficulty we encountered in the decoding case: namely,
derive a good estimate offL(LjH0). A first possibility consists of
using Monte Carlo simulations to estimate the false detection prob-
ability for different values of� and then choosing the threshold en-
suring the desired false detection rate. Such an approach, however, is
very computationally intensive, thus calling for a simpler, possibly sub-
optimal, solution. With these considerations in mind, we assume that
L is normally distributed (the normality assumption can be supported
by CLT arguments) and estimate its mean and variance by evaluating
L for t fake spreading sequencesfmig, 1 � i � t, i.e.,

�̂L =
1

t

t

i=1

Li (19)

�̂
2

L =
1

t� 1

t

i=1

(Li � �̂L)
2 (20)

where, byLi, the log likelihood ratio corresponding to theith fake
spreading sequence is meant. Using this approximation forfL, we can
evaluatePFA in (18). Of course, the higher thet, the better the es-
timates of�L and�2L. We found experimentally that a good tradeoff
between computational complexity and accuracy of results can be ob-
tained by lettingt = 100. In order to evaluate the error introduced by
the normality assumption, we compared the actual bit error rate com-
puted through Monte Carlo simulations and the target bit error rate set
by using the normal assumption. The results we obtained are given in
Table II, where the actual bit error rate is compared with the target one.
As can be seen, the error introduced by the normality assumption gets
significant for low error rates. When using this simplified approach,
then, it is necessary for the detector to compensate for such an error,
e.g., by adopting a conservative threshold.

We also evaluated the performance of the simplified detector in the
presence of JPEG/JPEG2000 coding and median filtering. While the
presence of attacks and masking clearly introduces a discrepancy be-
tween theory and experiments, these results are very important since

TABLE III
WATERMARK DETECTION IN PRESENCE OFATTACKS. FOR EACH ATTACK, THE

HIGHEST ATTACK STRENGTH SURVIVED BY THE WATERMARK IS GIVEN

(HIGHESTCOMPRESSIONRATIO IN BITS PERPIXEL, MAXIMUM WINDOW SIZE)

they give a good indication of detector effectiveness in real scenarios.
The same experimental set up described previously was used to mark
ten test images. Then, JPEG coding with increasing compression ratio
was applied, and then, we searched for the watermark. We also looked
for 100 fake watermarks to check whether a false alarm was generated
or not. In the first column of Table III, the highest compression ratio (in
bits per pixel) the watermark was able to survive (without generating a
single false alarm) is given. The second column of Table III gives re-
sults for JPEG2000 coding. As for median filtering, we obtained the
results illustrated in the third column of Table III. On average, reliable
detection can be ensured for a window size up to5� 5: a result that is
comparable with the best 1-bit watermarking schemes described in the
literature.

VI. CONCLUSIONS

We derived the structure of the optimum decoder for multiplicative,
multibit watermarking of digital images in the magnitude-of-DFT do-
main. From this point of view, this work can be seen as an extension
to multiplicative watermarking of the analysis carried out in [3] for the
additive case. The analysis is given in [1] is extended as well since
in such a work, only 1-bit watermarking was considered. Both simu-
lations and experimental results witness the validity of the proposed
approach, which is capable of ensuring a rather low BER, especially if
we consider that significant improvements can be obtained by applying
channel coding techniques to protect the embedded bit stream [4]. We
also explored the possibility of distinguishing between a watermarked
image and a nonwatermarked one in the multibit case. Even if the de-
tection threshold could not be determined analytically, we proposed a
suboptimal solution where the threshold is estimated directly on the
image at hand. We validated this approach experimentally.
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