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Performance Analysis of ST-DM Watermarking in
Presence of Nonadditive Attacks

Franco Bartolini, Member, IEEE, Mauro Barni, Member, IEEE, and Alessandro Piva

Abstract—The performance of spread-transform dither modu-
lation (ST-DM) watermarking in the presence of two important
classes of non additive attacks, such as the gain attack plus noise
addition, and the quantization attack are evaluated. The analysis
is developed under the assumption that the host features are in-
dependent and identically distributed Gaussian random variables,
and that a minimum distance criterion is used to decode the hidden
information. The theoretical bit-error probabilities are derived in
closed form, thus permitting to evaluate the impact of the consid-
ered attacks on the watermark at a theoretical level. The analysis
is validated by means of extensive Monte Carlo simulations. In ad-
dition to the validation of the theoretical analysis, Monte Carlo
simulations permitted to abandon the hypothesis of normally dis-
tributed host features, in favor of more realistic models adopting a
Laplacian or a generalized Gaussian probability density function.
The general result of our analysis is that the excellent performance
of ST-DM are confirmed in all cases with the only noticeable ex-
ception of the gain attack.

Index Terms—Gain attack, nonadditive watermarking channel,
quantization attack, ST-DM watermarking.

I. INTRODUCTION

SPURRED by the theoretical analysis of the watermarking
problem, quantization index modulation (QIM) water-

marking [1] has rapidly become popular as one of the best
performing blind watermarking strategies among those devel-
oped since watermarking was brought to the attention of signal
processing researchers almost ten years ago. The main reason
behind the good performance of QIM is that it represents a
simple, yet powerful, way to apply the informed embedding
principle first established by Cox et al. [2] and further devel-
oped in the works by Chen and Wornell [1], [3], Moulin [4],
and Cohen and Lapidoth [5], echoing previous information
theoretic results by Costa [6] and Gelf and Pinsker [7], in which
the so-called channel with known state, or side information, at
the encoder is studied.1
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1It has to be noted that QIM does not represent the only way to turn Costa’s
ideas into practice (see, for example, [8]–[10])

Among the wide class of QIM watermarking techniques,
a prominent position is occupied by the spread-transform
dither modulation (ST-DM) algorithm [1], which couples the
effectiveness of QIM schemes and conventional spread-spec-
trum systems. According to the ST-DM scheme, each bit is
embedded within the host signal by quantizing the correlation
between the host feature sequence and a reference spreading
sequence. Quantization is performed according to one out of
two quantizers depending on the sign of the to-be-hidden bit
(we assume that, before embedding, the information sequence
is mapped into an antipodal sequence). At a practical level, the
performance of the ST-DM algorithm, together with those of
a large class of QIM methods, have been carefully analyzed
by Gonzalez et al. [11] by assuming that the watermark is
impaired by an additive attacker. Though the analysis carried
out by Gonzalez et al. confirms the outstanding properties of
ST-DM (and some other algorithms strongly related to it, such
as distortion-compensated ST-DM, quantization projection,
and distortion-compensated quantization projection), a deeper
analysis is required to assess the performance of ST-DM in
practical scenarios where a much wider variety of attacks have
to be considered.

In this work, we analyze the performance of ST-DM in the
presence of more realistic attacks, namely the gain attack (mul-
tiplication by an unknown scale factor) plus noise addition, and
the quantization attack. These are very important attacks, since
they model some of the most common manipulations the wa-
termarked data usually undergo. More specifically, the gain at-
tack properly models linear filtering and, to a lesser extent, his-
togram equalization or loudness changes, and the quantization
attack gives a good indication of the performance of ST-DM in
the presence of lossy compression such as JPEG coding for the
case of still images.

The theoretical analysis is validated, and somewhat extended,
through Monte Carlo simulations, allowing to evaluate the per-
formance of ST-DM when the host features do not follow a
Gaussian distribution. The figure of merit used to measure the
effectiveness of ST-DM is the bit-error rate, since we deem that
this better reflects the way watermarking is used in practical ap-
plications. To make the comparison with other algorithms pos-
sible, the analysis is carried out by clearly defining the operating
conditions in terms of payload, data-to-watermark ratio (DWR),
and watermark-to-noise ratio (WNR).

This paper is organized as follows. In Section II, the theo-
retical framework used throughout the paper is described, with
a brief introduction to ST-DM watermarking and the definition
of the figures of merit used for the analysis. In Section III, the
bit-error probability in presence of a gain attack plus noise addi-

1053-587X/04$20.00 © 2004 IEEE

Authorized licensed use limited to: Universita degli Studi di Siena. Downloaded on May 21, 2009 at 11:41 from IEEE Xplore.  Restrictions apply.



2966 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 52, NO. 10, OCTOBER 2004

tion is derived theoretically, under the assumption of Gaussian
noise. The analysis is validated and extended to the case of
non-Gaussian host features through Monte Carlo simulations.
Section IV is devoted to the theoretical analysis of the bit-error
rate when a quantization attack is present. Finally, in Section V,
some conclusions are drawn.

II. DEFINITION OF THE THEORETICAL FRAMEWORK

The ST-DM algorithm belongs to the wider class of QIM wa-
termarking algorithms. According to the QIM approach, water-
marking is achieved through the quantization of the host fea-
ture vector on the basis of a set of predefined quantizers, where
the particular quantizer used by the embedder depends on the
to-be-hidden message . Stated in another way, the to-be-hidden
message modulates the quantizer index, hence justifying the
QIM appellative. The simplest way to design a QIM water-
marking system consists in associating each bit of , say ,
to a single host feature and let determine which quantizer,
chosen between two uniform scalar quantizers, is used to quan-
tize . To be specific, the two codebooks and associated
respectively to and are defined as

(1)

(2)

where is an arbitrary parameter, possibly depending on a se-
cret key to improve security. In the following, we will assume

, since in this way a lower distortion is obtained (see
below). Watermark embedding is achieved by applying either
the quantizer associated to

(3)

where is the feature hosting and are the elements of ,
or the quantizer associated to

(4)

By letting indicate the marked feature, we have

.
(5)

Of course, embedding each bit into a single feature yields a
very fragile watermark; hence, it is customary to let each bit
be hosted by features , e.g., by repeatedly
inserting into by means of (5) (DM-with-bit-repeti-
tion). The ST-DM algorithm permits to better exploit the avail-
ability of host features to host a single bit . According to
the ST-DM approach, the correlation between the host feature
vector and a reference spreading signal is quantized instead
of the features themselves. In a more precise way, let us assume
that is a unit-norm binary pseudo-random sequence taking

Fig. 1. Geometrical representation of ST-DM watermarking. Points on solid
lines form the U codebook, whereas dashed lines correspond to U .

values (this choice guarantees that watermark distor-
tion is spread uniformly over all the features2). The embedder
calculates the correlation between and , as follows:

(6)

and then it subtracts the projection of on from and adds a
new vector component along the direction of resulting in the
desired quantized autocorrelation, say

(7)

where is calculated by applying (5) to . With regard to
the quantization step, let us remember that the components of
take only values . If is quantized with step , then the
maximum distortion along each feature component is .
A geometric interpretation of ST-DM watermarking for
is given in Fig. 1. Solid lines represent quantized values corre-
sponding to , whereas dashed lines are relative to .
For any host feature vector , embedding is obtained by
projecting over the closest solid line.

Further improvements to the basic ST-DM algorithms may
be obtained either by introducing distortion-compensated (DC-
STDM) [1] or by considering the enlarged class of distor-
tion-compensation quantization projection (DC-QP) schemes
[11]. However, the improvement with respect to plain ST-DM is
marginal [11] and at the expenses of requiring some additional
knowledge about the attack power, in that the variance of the
additive noise attack brought to the watermarked signal must
be known. For this reason, we did not to include DC-STDM
and DC-QP in our analysis.

As to decoding, a minimum distance decoder is adopted:

(8)

where by , we indicate the correlation between the water-
marked and possibly attacked features and the spreading vector
. Note that that this is the optimum decoding strategy only if ad-

jacent entries of the codebooks can be assumed to be equiprob-
able, which is not the case for large values of .

2Note that in this way, we are neglecting perceptual considerations that could
require distortion not to be uniformly distributed among different perceptual
components.
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In order to compare systems based on different embedding/re-
covery rules and operating in different host domains, a general
theoretical framework and a set of common, objective, parame-
ters must be defined. Such parameters will have to measure de-
tection reliability, watermark obtrusiveness and attack strength.
In all the cases we are interested in average measures, where the
average is taken over the host feature sequence, i.e., we fix the
spreading sequence and the to-be-hidden message and we
average across the feature sequence .

With regard to the host features, unless we specify other-
wise, we will model them as a sequence of independent and
identically distributed random variables following a zero-mean
Gaussian probability density function (pdf). The reliability of
the watermark is measured by means of the actual bit-error rate,
and its obtrusiveness through the document-to-watermark ratio,
expressing the ratio between the power of the host features and
that of the watermark. To be specific, by letting

(9)

be the embedded watermark, and by exploiting the stationarity
of , we have

DWR (10)

where and indicate, respectively, the power of the
host features and that of the watermark. Note that dependence
on may be neglected due to the stationarity of and to the
independence of on and (see Section II-A).

The strength of the attacks may be measured by the WNR,
giving the ratio between the power of and that of the noise
introduced by attacks. More specifically, by indicating with
the attacked host signal, we let

(11)

and

WNR (12)

We already noted that due to the symmetry of the problem and
the stationarity of , does not depend on ; hence, if

does not depend on as well, we can use the simplified
expression

WNR (13)

As we will show later, this is the case with the gain attack, but
not with the quantization attack, for which, due to the depen-
dence of quantization noise on the spreading sequence , the
more general expression (12) must be used.

Fig. 2. Sketch of �, (16), versus �=� . Dashed line: the value of � under the
assumption of a uniform quantization error (� = 1=12). Dotted line: the limit
for �=� ! 1(� = 1=16).

A. DWR Computation for ST-DM

The computation of the actual DWR in the ST-DM case re-
quires some care, since the common assumption that the quanti-
zation noise along each component of the host feature sequence
is uniformly distributed does not hold. To be specific, let us start
by noting that, due to (7), it follows that

(14)

Hence, the DWR depends on the quantization noise affecting
the correlation . In order to compute , we can
observe that due to the normality of the host features, and to
the fact that the spreading vector has unitary norm, follows a
Gaussian pdf with zero mean and variance . In addition,
a lower quantization error can be obtained by letting ,
so that two symmetric codebooks are associated to and

. Under this assumption, and by assuming that and
are equiprobable, we can write

(15)

with

(16)

where we have exploited the symmetry of the problem with re-
spect to the cases and . By simple algebra, it can be
shown that the above quantity assumes the form

(17)
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with depending on the ratio . In particular, it can easily
be shown that

(18)

Interestingly, the values of stemming from (15) can be com-
pared to the result obtained by assuming that the quantization
error is uniformly distributed . Such a comparison
is shown in Fig. 2, where is plotted against . As it can be
seen, the quantization error is always smaller than that obtained
by assuming a uniform distribution (dashed line), and tends to
1/16 for large values of . As already noted in [11], this
gives the ST-DM an extra advantage with respect to DM with
bit repetition, since a larger quantization step can be used for a
given DWR.

In Sections III and IV, ST-DM performances are evaluated as
a function of the true DWR as resulting from (14) and (15), i.e.,

DWR (19)

III. GAIN ATTACK

The performances of ST-DM have been extensively studied
in [11] by assuming that the attack is limited to the addition of
Gaussian noise. In this section we extend the analysis by as-
suming that, prior to noise addition, the marked host features
are scaled by an unknown scale factor . While corresponding
to very common manipulations such as brightness or loudness
changes, this attack is not easily taken into account by models
describing the distortion introduced by the attacker in terms of
the mean square error (mse) between the marked and the at-
tacked signals. In fact, whereas the introduction of a scale factor
may correspond to very high mse values, the perceived degrada-
tion of the host signal is very small (sometimes the scaled signal
looks nicer than the original one).

A. Theoretical Analysis

Our goal is to find a closed-form expression for the bit-error
rate as a function of DWR, WNR, and , where the WNR only
takes into account the distortion introduced by the additive part
of the attack [i.e., we do not use exactly (11) and (12)]. To do so,
let us observe that after scaling and noise addition, the marked
features can be written as

(20)

where by , we indicated the Gaussian noise (with zero mean
and variance ) added by the attacker. It is, thus, immediate to
verify that in this case

WNR (21)

Furthermore, it is easy to see that the correlation between the
attacked features and the reference direction is given by

(22)

with normally distributed with variance .
We can now compute the error probability conditioned to the
embedding of a bit 0 as

(23)

with

(24)

and

(25)

For the symmetry of the problem (remember that we let
), we have that , thus yielding
.

The error probability given by the above equations is plotted
in Fig. 3 for several values of DWR, WNR, and . Specifically,
Fig. 3(a) shows the bit-error probability for DWR dB,

and for WNR dB, 0 dB, and dB. As can be seen, the
performance of ST-DM decreases rapidly as soon as the value
of departs from 1, up to a point that for and ,
the error probability is unacceptably high. At the same time, we
can see that the influence of WNR on this behavior is negligible.
This is not the case when DWR is varied since, as shown in
Fig. 3(b), for lower values of DWR, the range of admissible
is wider. This is a very interesting result, since as opposed to
the AWGN case, where the performance are almost insensitive
to DWR, robustness against the gain attack may be augmented
by increasing the watermark strength. Finally, in Fig. 3(c), the
error probability for different values of is shown. Even in this
case, the range of admissible ’s increases for higher values of
; however, the improvement is less evident than in the DWR

case. This improvement is due to the fact that having fixed the
DWR, increasing implies an increase of the quantization step

[see (19)], producing an effect similar to that just described
for the variable DWR case: The difference in this case is that by
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Fig. 3. Bit-error probability in the presence of gain attack plus Gaussian noise
addition, for different values of: (a) WNR, (b) DWR, and (c) r.

increasing , the watermarking payload is decreased, whereas
this does not occur if DWR is decreased.

Fig. 4. Bit-error probability in the presence of gain attack plus gaussian noise
addition, for generalized Gaussian features (c = 1, i.e., Laplacian) (GG-MC).
The bit-error probability obtained in the case of Gaussian features is reported as
well (G-T).

B. Monte Carlo Simulations

For the analysis carried out so far, we have assumed that the
host features follow a Gaussian pdf, which is only rarely the
case. For example, by considering the case of still images, pixel
values in the spatial domain are better modeled by a uniform pdf,
whereas DCT coefficients are conveniently described by means
of a generalized Gaussian pdf, given by

(26)

where the parameters and can be expressed as a function of
the shape parameter and the standard deviation of

(27)

(28)
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Fig. 5. Bit-error probability in the presence of gain attack plus Gaussian noise
addition, for generalized Gaussian features (c = 0:5) (GG-MC). The bit-error
probability obtained in the case of Gaussian features is reported as well (G-T).

and is the standard gamma function. The parameter con-
trols the shape of . For example, it can be seen that the
Gaussian and the Laplacian distributions are special cases of
the generalized Gaussian pdf, given by and , re-
spectively. We, then, used Monte Carlo simulations to extend
theoretical analysis to the case of host features following a gen-
eralized Gaussian pdf. In Figs. 4 and 5, the results we obtained
for (i.e., for Laplacian features) and with Monte
Carlo simulations (GG-MC) are given and compared with those
theoretically obtained with Gaussian host features (G-T). As can
be seen, at least in the case of generalized Gaussian features that
we are considering here, the pdf of the host features has a minor
impact on the robustness of the watermark, even if a certain dete-
rioration of the performance may be appreciated, especially for

. A possible explanation for this relative insensitivity of
the performance on the distribution of the host features is that
the sole term that depends on this characteristic is the
probability, as given by (25), but if is large enough, the central

limit theorem can be invoked to sustain that the distribution of
remains Gaussian, regardless of the distribution of the host

features themselves.

IV. QUANTIZATION ATTACK

Let us now consider another attack that commonly affects
multimedia documents, i.e., feature quantization. This is the
kind of attack that occurs when the document is compressed.
In particular we will consider the case in which the compres-
sion and the watermarking domains coincide.

A. Theoretical Analysis

The model we will use for analyzing this attack is the fol-
lowing:

(29)

where represents the quantization process defining the at-
tack and is the corresponding (feature dependent) quantiza-
tion noise. In this case, the correlation between the attacked fea-
tures and the reference direction is given by

(30)

For the symmetry of the problem, we can condition our analysis
to the embedding of a 0 bit. We have

(31)

where we have exploited the fact that , and we
have indicated with the probability density function of

conditioned to . In order to evaluate the error probability, we
need the pdf of the random variable conditioned to transmis-
sion of the codebook entry . Let us start by observing that

is the weighted sum of the quantization noise values af-
fecting each watermarked feature. As such, each will depend
on the corresponding . The analysis is complicated by the
fact that, at least in principle, the watermarked features are
not independent. To see this, let us decompose the vector into
a component orthogonal to and a component parallel to .
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Of course, ST-DM will only affect the parallel part by replacing
it with , i.e.,

(32)

where the components of are a linear combination of the
original features that we assumed to be Gaussian i.i.d. random
variables. The distribution of will thus be a multivariate
Gaussian with zero mean and covariance matrix to be cal-
culated. As to it is immediate to see that it still follows a
multivariate Gaussian distribution, with

(33)

and covariance matrix

(34)

where we have assumed all vectors to be row vectors. In order
to calculate , let us introduce the projection oper-
ators that project the vector over the space orthogonal to .
From linear algebra, we know that such an operator has the form

; hence, we can write

(35)

where in the last equality, we exploited the fact that
. By remembering that , we can con-

clude that

if
if

(36)

which proves the dependency between coefficients. If
is large enough, though, the correlation between vanishes,
thus permitting us to consider the terms independent of each
other. Furthermore, if is large enough, we can exploit the Cen-
tral Limit Theorem, and approximate , as given by (30), by a
Gaussian random variable with mean (we avoid explicitly indi-
cating the conditioning to for notation simplicity)

(37)

and variance

(38)

The mean and the variance resulting from the quantiza-
tion with a step size of a Gaussian random variable having

mean and variance (approximately)
remain to be estimated. It is easy to demonstrate that

(39)

Similarly, can be computed based on the mean square value
(MSV) of that results as

MSV

(40)

Note that MSV also influences the WNR of the attack, that,
according to (12), results as

WNR

MSV

(41)

B. Monte Carlo Simulations

As a first step, we verified the validity of the assumptions
leading to the theoretical bit-error probability derived above.
Such assumptions, i.e., independence of and use of the Cen-
tral Limit Theorem to calculate the pdf of , are certainly valid
for large values of , however their impact on the accuracy of the
theoretical results must be verified experimentally. In Fig. 6, the
theoretical bit-error probability (G-T) is compared to the results
obtained by means of Monte Carlo simulation, for the case of
DWR and (G-MC); as it can be seen the agreement
of theoretical results with simulations is excellent. In Fig. 7, the
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Fig. 6. Comparison between the theoretical error probability and the bit-error
rate obtained through Monte Carlo simulations for various values of WNR for
the quantization attack.

Fig. 7. Comparison between the theoretical error probability and the bit-error
rate obtained through Monte Carlo simulations for various values of r for the
quantization attack.

analysis is repeated for several values of (DWR and
WNR ): the agreement between theory and simulations is
very good, even for rather low values of .

Given that the theoretical analysis is confirmed by numerical
simulations, we can use the theoretical probability of error to get
more insight into the performance of ST-DM in the presence of
quantization attack. This is the goal of Fig. 8, where the bit-error
probability is depicted as a function of WNR for several values
of and DWR. Upon inspection of the results, the positive effect
obtained by increasing comes out, together with the insensi-
tivity of with respect to DWR (the three plots for DWR
20, 25, and 30 are almost superimposed). It can be useful to
understand how the WNR calculated on the watermarked and
attacked features is related, for example, to the JPEG compres-
sion quality factor, as this is the usual parameter considered to

Fig. 8. Theoretical bit-error probability in the presence of quantization attack
for Gaussian host features.

TABLE I
WNR OBTAINED BY JPEG-COMPRESSING SOME STANDARD IMAGES WITH A

QUALITY FACTOR OF 10% AND DWR = 25 dB

characterize the strength of the JPEG attack. This relation will
depend on the type of features that are chosen for watermarking
and the strength of the watermark: We consider here the case in
which the watermark is embedded into the DCT coefficients be-
longing to the third, fourth, fifth, and sixth diagonals of each 8
8 block of an image (a total of 18 coefficients per block are wa-
termarked). As to watermark strength, we let DWR 25 dB. In
Table I, the WNR obtained by considering a 10% quality factor
is reported for some standard images (the popular ImageMagick
tool has been used for JPEG compression): It is apparent that in
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Fig. 9. Bit-error probability in the presence of additive Gaussian noise and
quantization attack.

Fig. 10. Bit-error probability in the presence of quantization attack for
Gaussian (G-T) and generalized Gaussian host features (GG-MC).

order to obtain WNR values lower than zero, a very low quality
factor must be considered, thus validating the significance of the
experiments we conducted.

In Fig. 9, the effect of the quantization attack is compared
with that obtained by means of an additive Gaussian attack, as
it can be seen that the two effects are almost identical. This is not
really surprising if we consider (30) and that, thanks to the CLT,
the effect of the quantization noise on the correlation between
the feature vector and the spreading direction can be consid-
ered to have an almost Gaussian distribution, thus yielding to a
model of the attack that is almost identical to that of the simple
Gaussian noise addition.

Finally, Monte Carlo simulations have been used to extend
the analysis to the case of host features following a generalized
Gaussian pdf (GG-MC). The results we obtained (Fig. 10) en-
sure that the shape of the pdf has a very low impact on the ro-
bustness against the quantization attack.

V. CONCLUSIONS AND FUTURE WORKS

In this work, we have analyzed the performance of ST-DM
watermarking in the presence of non additive noise. In partic-
ular, due to the importance they assume in multimedia signal
processing applications, we considered the gain attack plus ad-
ditive Gaussian noise and the quantization attack. By modeling
the host features as i.i.d. Gaussian random variables, we man-
aged to derive a closed form expression for the bit-error prob-
ability as a function of DWR and WNR. Though some of the
results were expected, the availability of an exact expression
for the bit-error represents a very important tool which allows
to ground the design of any ST-DM watermarking system on a
solid scientific basis.

In general, the excellent robustness of ST-DM watermarking
is confirmed by our analysis, especially with regard to the
quantization attack, which demonstrated to be approximately
as harmful as the conventional AWGN attack. The only no-
ticeable exception is represented by the gain attack, since even
for values of as close to 1 as 0.9 or 1.1, the error probability
becomes excessively high. Interestingly such an effect can be
limited by increasing or, even better by increasing DWR.

A further step toward an even more realistic analysis of the
performance of ST-DM, in terms of more realistic attacks and
use of host features that do not exactly obey to a theoretical pdf,
requires that experimental tests are performed. It is our inten-
tion, then, to extend the present analysis so to encompass the wa-
termarking of true multimedia documents, namely still images,
and to evaluate the robustness of ST-DM against common ma-
nipulations such as linear filtering, histogram equalization and
JPEG coding.
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