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ABSTRACT

Images have always been considered a reliable sowfcevidence in the past. Today, the wide
availability of photo editing software urges usrigestigate the origin and the integrity of a digitmage
before trusting it. Although several algorithms baween developed for image integrity verificatian,
comprehensive tool that allows the analyst to gyicatly exploit these algorithms, and to reach rafi
decision based on their output, is still lacking.this work we propose an image forensic tool gyia

fill this gap. The proposed tool exploits statettod art algorithms for splicing detection, with dery
localization capabilities, and make them availatiehe analyst through a graphical interface. Irder

to help the analyst in reaching a final assessmertecision fusion engine is employed to intellilyen
merge the output of different algorithms, boostihetection performance. The tool has a modular
architecture, that makes it easily scalable.

Keywords: Image Forensics, Forgery Localizationecizion Fusion, Image Forensic Analyst, Dempster-
Shafer Theory of Evidence, Integrity Verificatidwuthenticity Assessment.

INTRODUCTION

The advent of image processing technologies easigbles modification and manipulation of
digital visual data, so that we are no longer amtit that what we are seeing in a photo is a true
representation of what really happened: the vafyghotography as a record of events must be cayeful
evaluated. Such a need comes from different fieldapplication: one of the most important is the
forensic scenario, in which the trustworthinessmiges must be assured before using them as dtenti
evidences. Image Forensics (IF) (under the umbeéithe more general Digital Forensics) is the rsoée
addressing the validation, identification, analysiserpretation of digital images as potentialdevices.
One of the most interesting tasks in IF5dicing detectionthat aims at understanding if a given photo is
a composition of different shots. Several approadbe splicing detection have been proposed regentl
(Piva, 2013)sharing the same basic idea: creating a forgemglly requires some processing steps, and
these leave some statistical footprints into theal

In this context, the Image Forensic Analyst (IFAnfr now on) is the professional that applies
technological means for extracting information orage history and for assuring its credibility, attee
chain of custody (COC) procedures have been apfdiedcquiring, transferring and storing the visual
data (see Figure 1). Usually, the IFA has not amyipus knowledge about the history of the imatas t
he is considering (i.e., what device acquired thetmether a processing software has been used tto edi
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them or not, and so on), and must produce a repant the credibility of the analysed contentsrdach

this goal, the IFA today could use algorithms depell in the IF literature, but in practice several
problems rise: algorithms are stand-alone, in they focus on a specific footprint and ignore tlieeos;
they assume some prior knowledge about the kindro€essing that could have been carried on the
media; and, finally, they do not expose a userfabe helping the IFA in setting up the analysigl an
interpreting the results.
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Figure 1: A simplified version of the chain of adst, where the positioning of the proposed tool is
highlighted.

As a result, several issues are still open whencevesider to apply the results coming from
academic research to practical cases, where thexdiedls technological instruments that facilitate i
reaching a conclusion:

» there are no tools that help the IFA to exploitdifeerent capabilities of existing algorithms. We
should consider that, in the end, the IFA is maadgicerned about image integrity (i.e. algorithm
output), and only indirectly concerned about fomtpdetection (i.e. algorithm functioning);

» usually the presence/absence of forensic fingempcan be verified on the image as a whole, or
on a selected suspected region; only few exampleols that provide a fine-grained localization
of forgery within a digital image have been propghse

» each tool usually considers to reveal one spetidice of tampering, but the IFA cannot know in
advance which traces should be searched for. Tdrerahere is need for a tool that helps in
interpreting and putting together the outputs fdifferent algorithms.

For these reasons, we believe that providing a celngmsive system for image splicing detection is an
important contribution for the diffusion of imagarénsic technologies.

In this work we present a tool for evaluating theegrity of a digital image, by revealing whether
the image is a malicious composition of differenhients or an original shot of an event. This tool
combines different image forensic algorithms fotichmy detection through a specifically tailored
decision fusion framework, improving the detectiperformance with respect to single tools, and
provides an intuitive and functional interface thlidws the IFA to easily access this multi-clualgsis.
The system we propose contributes to solve eattfegireviously listed problems by:

» integrating some of the most recent and effectplieisag detection algorithms into a single
graphical tool to be easily used by the IFA;

« providing the IFA with probability maps telling wdti parts of the image are more likely to be
tampered, so as to help in the selection of suspgeins to be analysed;

» fusing algorithms outputs using a decision fusiathnd, in order to provide a single output on
the credibility of the evaluated region, with impeal accuracy with respect to single splicing
detection algorithms.
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TOOLS FOR DIGITAL IMAGE FORENSICS

In the literature, several approaches have beepopea in order to verify the integrity of an
image (Piva, 2013) Most of the existing tools look for the presendesome specific traces left by the
acquisition process, coding, or subsequent pratesseps.

As to the acquisition process, forensic tools mag sensor imperfections (Chen, 2008), color
filter array interpolation (Swaminathan, 2008; Bea; 2012), lens characteristics (Choi,2006; Dirik,
2008), or scanner features (Gou 2009). As to coaimust of existing forensic tools deal with artifateft
by JPEG compression, particularly in the presefficeudtiple JPEG compressions (Farid, 2009; Bianchi,
2012a; Lin, 2009; Popescu, 2004; Li, 2008; Bian2il1, Luo, 2007; Barni, 2010). Common processing
steps like image resizing, rotation, or de-mosaigkialso leave useful traces exploited by a nurober
tools (Mahdian, 2008; Popescu, 2005a; Popescu, 2084llagher 2008). Other approaches consider
traces left by image enhancement (Kirchner 2010pbyomparticular kinds of attacks, like copy-move
forgeries (Amerini, 2011; Fridrich, 2003). An effee way to detect image manipulation is to verify
whether light color, position and intensity are sigtent throughout the scene (Kee, 2010).

JPEG forensic tools

The JPEG format is adopted in most of the digieaheras and image processing tools. Since
many forensic methods have been studied to détegiresence of tampering in JPEG images, in olir too
we will consider the integration of algorithms ogng on this class of images.

In general, the manipulation is detected by anatyzproper artifacts introduced by JPEG
recompression occurring when the forged imagedated; in particular, such artifacts can be categdr
into two classes, according to whether the sec®k{aJcompression adopts a discrete cosine transform
(DCT) grid aligned with the one used by the firstmpression or not. Approaches belonging to the firs
category include (Farid, 2009; Lin, 2009; Pope&€@4, Li, 2008; Bianchi, 2011), whereas the presenc
of non-aligned double JPEG compression has beesstigated in (Bianchi, 2012a; Luo, 2007; Barni,
2010). A promising approach is the one introducgd®bpescu & Farid (2004): here, it is proposed to
detect the presence of double aligned JPEG conipmnessy observing the effect of consecutive
guantizations on the same DCT coefficient, modaked

X 1Q
= — |=L | 1
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wherex is the original DCT coefficienty the same coefficient after two quantizations, ftret
one with a factor Qand the second with a factos.Q

It is observed that the above processing introdpes®dic artifacts into the histogram of DCT
coefficients, which can be revealed by means ofouarapproaches (Lin, 2009; Bianchi, 2011). An
interesting technique is that proposed in (Fari@Q9, where differently compressed versions of the
image are compared: when the same quality facttreofampered area is adopted, a spatial locahmaini
the so-called JPEG ghost, will appear in correspood of the forgery. This is consistent with thet fa
that quantization of by @ will result in a nearly idempotent operator.
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Concerning the methods for the detection of nogr&l double JPEG compression, a well-
known approach is the one presented in (Luo, 208i@)8x8 blocking artifact characteristics matrix
(BACM) is computed in the pixel domain to measime symmetrical property of the blocking artifacts i
a JPEG image; an asymmetric BACM will reveal thespnce of misaligned JPEG compressions; 14
features are extracted from a BACM and fed to asifier in order to distinguish the BACM of doubly
compressed images.

In (Bianchi, 2012a), the authors propose a metlasgd on a single feature whose experimental
results are superior to the previous works. Thehotttis based on the computation of an integer
periodicity map (IPM) of size 8x8 indicating whethbe histogram of the DCT coefficients obtained by
applying each of the 64 possible grid shifts extabperiodic behavior. If the IPM has an higheueat
position ¢,c), this indicates a double JPEG compression witfi &hc). Conversely, a mostly uniform
IPM indicates a singly compressed image. The aleffeet is measured by computing the entropy of the
IPM, which can range from 0 (high evidence of deubbmpression) to 6 (high evidence of single
compression).

From tampering detection to forgery localization

Most of the above approaches rely on the hypothedisive some knowledge about the location
of a possibly manipulated area, for example byyipgla segmentation of the image under test beffmre
forensic analysis as done in (Barni, 2010), or theyjust designed to analyse the whole imagehab t
the correct localization of the forgery in a tamgakimage is still an open issue.

For many algorithms, a coarse forgery localizatean be achieved by resorting to block
processing: however, only few forensic algorithnas/én been specifically designed to localize in an
automatic way the tampered regions with fine resmiu

For what concerns the IFA, the first step towardyéoy localization can be thought of as an
algorithm that, without any prior information abdhe location of the manipulated area, outputs p ma
giving the probability for each pixel of being taempd. Most of the existing approaches exploit JPEG
artifacts, which can be analysed at a fine-graisesle of 8x8 blocks of pixels; promising resultvéna
been obtained in the case of aligned double JPE@@ssion artifacts (Lin, 2009; Bianchi, 2011) and,
more recently, in the case of non-aligned doublEGRompression artifacts (Bianchi, 2012b). In (Lin,
2009), double JPEG compression is detected by ctingpa tampering probability map of the image
according to a proper statistical model of DCT &oifnts. In (Bianchi, 2011), a significant impraowent
of the accuracy of the probability map estimatismwlbtained by modeling DCT coefficients as a mixtur
of doubly and singly compressed coefficients. Ailsimmixture model approach has also been applied
for the localization of non-aligned double JPEGfacats in (Bianchi, 2012b).

DECISION FUSION: TURNING CLUES INTO BELIEF

Very often, the creation of a realistic forgeryaxes the application of more processing steps in
order to make the final result realistic and crédiffherefore, a number of different footprints nhegyleft
that can be used to detect the presence of tampenmd this suggests to analyse the authenticity of
digital image by using different tamper detectionls. Furthermore, it may happen that the presefce
one footprint inherently implies the absence ofthan since some footprints are mutually exclugiye
definition, so simple decision fusion approachke linajority voting are ruled out. Finally, infornat
about the reliability of forensic algorithms is a#ly available, since their performance often depen
observable characteristics of the image under amalyoticeable examples are, in the case of JPEG
images, the quality of the last compression, ossthe of the analysed region).
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For these reasons, we think it is essential folf#eto perform a multi-clue analysis, employing
a set of forensic algorithms. To this end, we irdég in the proposed tool an effective decisionofus
engine, based on Dempster-Shafer Theory of EvidéB&T) and tailored to the image forensics
scenario, that was first discussed in (Fontani 1201

The basic idea underlying this model is to treahefmrensic algorithm as an “expert” providing
its knowledge to the system about presence of eifgpfotprint. This information is then fused kiag
into account the reliability of each algorithm, atheé knowledge about plausible/impossible combimati
of footprints. In this Section this framework igroduced: first we give the formalization for a glim
algorithm, then we show how new algorithms can tdéed, and finally we introduce knowledge about
footprint relationships into the framework.

DST formalization of the problem: single tool

DST was introduced by Arthur Dempster (1967), aoathy is a widely used theory in inference
reasoning. With respect to the more classical Bagyegpproach, the use of DST avoids the necesbity o
assigning prior probabilities (that, in the imageehsics field, would be extremely difficult to iasate)
and also provides more intuitive tools for managimg uncertain knowledge resulting from the forensi
algorithms. Throughout the following, we will makse of several instruments of DST, that are defined
and explained in (Dempster, 1967), to define thasiten fusion framework embedded in the tool.

For sake of clarity, we start by formalizing theposed framework for one tool only, let us call it
ToolA We assume that the algorithm outputs a value [8, 1] and has a reliability A [0,1]. We first
consider the information coming from the detectiafue by introducing a variable with fram@a = {ta,
na}, where (ta) is the event “image has undergone a tamperingiddtie usinglroolA’ and (na) is the
event “image has not undergone a tampering detieaisimgToolA’. Information provided byfoolAcan
then be summarized with the following Basic Bebaignment (BBA) (Dempster, 1967) over the frame
Oa:

ArforX = {ta)}
mj)A (X) =1 AyforX = {(na)} (2)
ATN fOI'X = {(ta)U(na)}

where A, An and Ay are functions that convert the outputTafolA respectively, in a belief
assignment for propositigfta), (na) and(ta)/Ana); this last proposition models tl®ubtthatToolA has
about the presence of its footprint (Dempster, J96hoosing these functions is a rather intuitaskt
since they basically tell how the tool output mostinterpreted in terms of presence/absence dfdhe;
some examples will be shown later.

We now turn to introduce the available knowledgeuleliability of the tool, carried by AWe
adopt the convention thakA= 0 means thakoolAis totally unreliable, and #= 1 indicates thafoolAis
an oracle; equation (2) can thus be rewritten, mling to the “belief discounting” method, in the
following intuitive way (see (Fontani, 2013) fortd#s):

Ap-ArforX = {(ta)}
m®4(X) ={ Ag-AyforX=  {(na)} (3)
C, forX= {(ta)U(na)}

where G = (1 - Ax(Ar + Ay)). Looking at equation (3) we see clearly that thiability
parameter acts as a discount with respect to baliethe informative propositiolis) and(na).
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Introducing new tools

Suppose we want to introduce in our framework a teeWTooIB, that outputs a value B [0,1]
and has a reliability B. The same formalism used previously will leadtaisvrite m®2, a BBA that
summarizes the knowledge for this new tool, defioedr the frames. Sincem®4 andm®2 are defined
on different frames, they cannot be fused with Dstexs rule directly. However, we can first

marginalize both the BBAs eliminating reliabilityanables; then redefinen® andm®® on the new
frame®, x @p using vacuous extension (Dempster, 1967); finadly Dempster's rule to combine these

two BBAs, yieldingm®4*®2:
( AR .AT.BR 'BT for X = {(ta,tb)}
AR'AT'BR'BN fOI'X= {(ta,nb)}
AR " AT " CB fOI'X = {(ta, tb)U(ta,nb)}
AR'AN'BR'BT fOI'X= {(na,tb)}
m@AX@B(X) = AR.AN.BR.BN for X = {(na,nb)} (4)

Ap Ay Cy for X = {(na,tb)U(na,nb)}
Cy'Bg ' Br for X = {(ta,th)U(na,th)}
CyBg By for X = {(ta,nb)U(na,nb)}

. _ ((ta,th)U(na, tb)U}
Cq-Cp for X = {U(ta,nb)U(na,nb)

Where G = (1 - AR(Ar + Ay)) and G = (1 - Bx(Bt + By)), (tb) is the proposition “image has
undergone a tampering detectable udioglB’ and (nb) is the proposition “image has not undergone a
tampering detectable usingoolB'. If another tool ToolX becomes available, the associativity of
Dempster's rule allows to combine directly its BB#&h the one currently present in the framework, so
we will always need to extend the domain of onlp BBAS.

Introducing traces relationships

Up to now, we did not consider whether footprirdreed by the tools were compatible or not.
Actually, this is an extremely important informatiosuppose, for example, that presence of the trace
searched byoolAimplies absence of trace searchedTiopIB, then these two algorithms should never
detect tampering simultaneously, and their beindjsagreement would be a positive fact.

We can easily introduce this information in ournfiework by using a new belief assignment:
starting from the previous formalization, we defmé&BA on the domai®, X Og, that assigns all the
mass to the set containing the union of all prajms (i.e, combination of traces) that are congde
possible, while all others have a null mass. FangXe the following BBA:

1forX = {(ta,nb)U(na,tb)U(na,nb)} 5
0forX = {(ta,tb)} ®)

models the fact that traces searchedlbglA and ToolB can not be present at the same time,
because propositiota th) has a null mass.

This latter BBA can be combined with the one confirogn fusion of all the tools, and, thanks to
Combination Rule's associativity and commutativityg, are free to make this combination only as & las
step. This helps the modularity of the framewoikce adding new tools will not require to revigiet
whole system but only the last part. The scheniggnore 2 gives an overall idea of the proposedsiteti

fusion method.

O4x0
megne? (0 = |
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Figure 2: Overview of the employed decision fusidmeme. Notice that, being the Combination Rule
commutative, traces relationships can be takenactmunt only at the end, thus facilitating scalipi
In fact, if traces relationships were introducedtie first step, then adding a new tool would reg/to
consider its impact on all the tools that were attg present.

Belief for the presence of tampering

Once information coming from all tools and from itheslationships have been fused, we can
extract the final belief for the analysed regioringeforged or not. This is equivalent to asking the
question: “does the analysed region expose sornedtraf forgery?”. In our formulation, answeringsthi
guestion requires to sum the final mass assigngatapositions where at least one footprint has been
detected. Since the only proposition supportindienticity of the region is the one where none @f th
footprints is present (e.gnd, nb) in previous formulas), answering the above qoassimply requires to
add the mass of all propositions that do not inelticht proposition. If we consider, for examplejatipn
(4), we should add the masses from lines 1, 2,8\d47. The obtained quantity, that takes valu¢8,ij
is what DST call8elieffor our proposition “The region is forged” (Demg@st1967), and coincides with
the output of the decision fusion engine.

ARCHITECTURE OF THE PROPOSED TOOL

As a consequence of IF being a blooming disciplim®el techniques are constantly emerging,
providing more reliable and informative analysigc® it is our goal to design a tool that providies
forensic analyst with state of the art techniqitds,mandatory to keep its architecture scalable.

Furthermore, both due to user needs and tool clithidifferent modalities of analysis are to
be foreseen: if the IFA has some suspects abquecfie region of the image, he would prefer a foaml
analysis for that region of interest (ROI); on tither hand, when the analyst has not any kind iof pr
information, he would need a fully-automatic anaydhe use case diagram in Figure 3 outlines the
actions that are made available to the IFA by ttopgsed tool, while Figure 4 shows a block diagodm
the implemented functions.

If we focus on forensic algorithms capabilitiesatoonsiderations are in order: algorithms that
provide forgery localization could also be asketovide the probability of a given region of being
forged rather than to actually localize tamperegiams; conversely, it may happen that algorithnag tio
not allow localization are to be adapted to perfthis kind of task. In this case, the simplest apph is
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to perform several analysis in a block-wise fashimansidering a small block as the suspect region a
each execution: by putting the results togeth&ina of localization is obtained.
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Localization
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View Detailed
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Image each Algorithm Region
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Figure 3. Use case diagram of the proposed toohdvifunctionalities, such saving/loading the cutren
selection of ROIs, are not shown.
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Figure 4. Block diagram for the proposed tool. Metthat two main streams of analysis are possthie:
upper-stream allows performing forgery detectiohijlevthe bottom-stream allows doing forgery
localization. Notice also that (optionally, as désab by dashed lines) the analyst may first usdatgery
localization functionality and then, by selectinggect regions directly on a probability map, inedke
forgery detection as a second phase.

[~ "Selection of
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To cast all these considerations in, we must relyaa fully modular architecture, and this
requirement reflects mainly on two aspects: sofevaachitecture and decision fusion module.

Software modularity

From the software point of view, it is essentiaktaucture the tool in such a way that a single
algorithm can expose its functionalities (i.e.,glry detection, forgery localization, or both) he ttool,
abstracting from the underlying principle of an#@ysnd that new tools can be introduced with maiim
effort.
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Since a tool can be employed in different waysfing it appropriate to separate between its core
algorithm, which actually performs the analysisg és interface, that invokes the core and perfottmes
interpretation of the results. In such a way, tR& kimply selects the modality he prefers (forgery
detection or localization), and the tool exploits@rdingly the forensic algorithms.

From a software engineering point of view, we réfetheadapterpattern to model this scenario;
this pattern allows to expose different (softwane¢rfaces of the same algorithm for different reeéd
our case, forgery localization or ROI integrity ¥ieation) while invoking the same core routine for
image analysis. Specifically, the tasks in charfgth®tool adapter are:

» to turn requests from client into appropriate irstimns of underlying methods, running the core
analysis several times if needed;

» tointerpret the output of the tool, in order tokadt compliant with the implemented interface
(map is expected, scalar value is expected, ...)

Besides, since adapters share the same interfacterfns of input and output parameters),
forensic algorithms are kept separated from theatoer tool: algorithms are simply integrated itie
tool by adding a reference to their adapter inttisg that is maintained by the tool. This allows
introducing new algorithms by updating the list.

Modularity of the decision fusion method

After analyzing the data, the system uses the pusly described decision fusion engine to fuse
algorithm outputs. Notice that, since the enginel@is knowledge about relationships between
footprints (that is a kind of cross-algorithm infwation), the overall modularity of the system cobkl
potentially undermined by this phase of the analyEhis motivates our choice of the described dmtis
fusion framework, that has been thought to be btalait is not based on machine learning, so
introducing new tools does not require to re-tthim system; relationships between tools are writea
Basic Belief Assignment that, due to the commueatand associative properties of Dempster's
combination rule, can be introduced only in the &sp of the fusion. As a result the impact ofiagc
new algorithm is limited to updating the Basic BEIAssignment that models the relationships between
tools and fusing the old information with the nemep without needing to recompute everything from
scratch. It is important to notice that this opierats done off-line andnly one timeproducing a formula
for the final belief that is simply made of prodsieind sums.

Output representation

The last step of the analysis is the presentatidcheooutput to the user. The user is allowed to
choose among different levels of detail: in theeca known suspect region, he can simply consider a
binary classification of each ROl as tampered viirmal, or he can take a deeper look at the output
generated by each single tool for each analysed, R access information about tool reliability.
Although not having been implemented yet, similamsiderations hold for the forgery localization e&as
the user should be able to view either the mapmetliby each algorithm separately or the one liagult
from the application of map-level decision fusion.

Complexity of the Tool

From an algorithmic point of view, the complexity thhe proposed tool is determined by the
complexity of underlying forensic algorithms. Geslbr, the complexity of these algorithms grows
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linearly with the number of pixels of the image whthe analysis is performed in the spatial domain,
while the complexity is at leag€i(n log n) when the DCT domain is considered.

The complexity induced by the decision fusion ergi® negligible at execution time, since it
reduces to evaluating a linear formula (like ecpraiid)) involving outputs from algorithms. The hgav
part of the decision fusion engine, that is deguihat formula, can be executed off-line, and ndedse
re-computed only when new algorithms are addedi¢adol. Table 1 shows the time that is needed for
both the off-line and on-line phases for an indrepaumber of algorithms: notice that the on-linepe
is very fast, and it is practically constant aldhg rows.

Number of tools | Off-line Time (seconds) | On-line Time (seconds)
2 0.05 0.033
3 0.15 0.033
4 0.41 0.034
5 1.05 0.036

Table 1: execution time for the off-line phase gam@tion of the decision fusion formula) and for
the on-line phase (evaluation of the formula dutingl execution). The results have been obtaindd avi
Matlab implementation of the tool.

PRACTICAL APPLICATIONS AND CASE STUDIES

In this section we describe a practical impleménmadf the proposed tool, which makes use of
state of the art algorithms for splicing detectionPEG images, and provide experimental resuttiscal
with a case-study.

Chosen set of tools

Since a great deal of digital images are storedJMEG format, we focused the first
implementation of the proposed tool on JPEG-baptdirgy detection. To this end, we selected fivetest
of the art forgery detection algorithms among thdsscribed in the Section on Tools for Image
Forensics:

1. the algorithm by Farid (2009) based on JPEG-glbat (vill be termed JPGH for brevity from
now on);

the tool by Bianchi & Piva (2012) for detectinggaed double JPEG artifacts (termed JPDQ);
the tool by Lin (2009), still searching for alignéduble quantization, termed JPLC;

the tool described in (Bianchi, 2012a) for detegtion-aligned double JPEG compression,
termed JPNA ;

5. the algorithm proposed by Luo (2007), still basadhon-aligned double JPEG artifacts, termed
JPBM.

Among these algorithms, only JPBM leverages on mackearning techniques. We trained that
algorithm following indications suggested by itgtears in (Luo 2007), with the only difference thvee
employed a SVM providing probability estimates.
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Considering the traces they look for, the seleelgadrithms are in some sense complementary,
and their synergistic use is essential to achiexagoerformance in forgery detection. Notice that t
only algorithms providing forgery localization angpthose selected are JPLC and JPDQ, with the latter
being more recent and reliable. These two algostltan also be used to perform forgery detection on
suspect ROIs. Due to how the decision fusion fraotkws defined, the output provided by forensic
algorithms must be interpreted and turned into BBétseach one of the possible propositions about
presence or absence of the trace in the suspéohrdthis is done by interpreting, according to ished
experimental results, the output value of each bodkrms of presence/absence of the searched trace
Details for each tool follow:

» JPGH: the value of Kolmogorov-Smirnov statisti@ttis already in the interval [0,1], is turned
into a basic belief assignment (BBA) with the maagpshown in Figure 5 (a);

» JPDQ: the median value of the probability map dated over the selected ROl is converted into
BBAs according to Figure 5 (b);

» JPLC: also here the median value of the map isidered and converted according to Fig. 5 (c);

» JPNA: the extracted metric takes values in [0,Blexe lower values means a higher confidence
for the image being tampered. The mapping is tbeegierformed as in Figure 5 (d);

« JPBM: output of the soft-margin SVM is convertetbiBBAs according to curves in Fig. 5 (e).

Curves in Figure 5 can be generated in differengswand, since they depend on the specific
algorithm, a general formula cannot be given; thieyuld be rather considered as an input to thersyst
telling how outputs have to be interpreted in teohbelief assignments. As a matter of fact, a gilale
way to obtain these curves is to:

1. run each algorithm on a set of tampered and ofligiimages tailored for it (e.g., generated
according to experiments described in the sciemtifirk presenting the algorithm);

2. take the histogram (e.g. with bins in 0, 0.05, ..oflputputs, separately for positive and
negative samples;

3. fit trapezoidal curves to the hull of the two higitams, or use another kind of fitting.

This method is also suggested in (Fontani, 2011#8;dhoice of trapezoidal curves imposes a kind of
smoothness constraint that removes noisy measutsnidethods to automatically learn the mapping
from algorithm outputs to BBAs will be the objedtfature work.

Notice that the same algorithm-specific datasetstimeed above can be used to analyse the reliabfiit
algorithms (e.g., evaluating the overall accuracytite dataset). As shown in Table 2, we followed th
approach for tool JPLC, while we directly used hsspresented in scientific papers for other altpons,
since they were coherent with experimental data.
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Figure 5. Mappings from algorithm output to BaseliBf Assignments. Each line maps the output of the
algorithm (on the x-axis) to a mass assignmentx{glaln each figure, the solid line is the massigised

to proposition “trace is not present”, the dashied is the mass assigned to proposition ““trace i
present" and the gray dashed line, when presévesghe mass assigned to doubt.

Tool Reliability

JPGH R = 0.85, according to values in @&009)

JPDQ R = f(Q), f according to tables in (Bianchi, 2012b)
JPLC R = 0.4 (estimated experimentally)

JPNA R = f(Q), f according to tables in (Bianchi, 2012a)
JPBM R = f(Q), f according to tables in (Luo 2007)

Table 2. Reliability for various algorithms,@enotes the quality factor of the JPEG image, taat be
easily estimated from the JPEG quantization tabésent in the header file.
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Implementation details

The proposed system has been implemented usingaiMatVe chose Matlab because of its
versatility, and because it provides optimized npéntation of many common image processing
operations that are intensively used by forengjorithms. As a matter of fact, the simple layouttu#
proposed architecture does not suffer from usinth sal language. We also made use of the GUIDE
toolkit to develop the Graphical User Interface.

Concerning single algorithms, in the current impdamation of the system we do not provide
JPGH and JPNA with localization capabilities, bug plan to do so in a future work. The DST based
decision fusion engine is implemented using featunriethe Matlab Symbolic Toolbox, and is provided
with functions helping the developer in updatingwhen new tools can be added. The proposed
implementation makes use of the Matlab JPEG Tooliooaccess JPEG coefficients and quantization
tables when analysing images.; note that this toothakes, in turn, use of the Independent JPEG i5rou
(KWG) JPEG code library.

As to time and memory usage, the computing timethadillocated memory depend on the size
of images, being dominated by the resource condampf forensic algorithms. Table 3 reports memory
usage and execution times obtained on a standakdogecomputer (2GHz CPU, 4GB RAM) using the
Matlab implementation of the tool. Times are eviddaon three sets of images of different size, ezth
containing 10 images. We see that time and memeagealiare acceptable for common-sized images, and
that the overhead due to decision fusion is ndgkgwith respect to the time needed by algorithms t
complete the analysis.

L ocalization Detection Decision Fusion

Imagesize | Time | Memory | Time Memory | Time| Memory
660x440 | 054 | ~20MB | 276 s| ~87MB 0.03x1MB
1024x768 | 1.34 | ~70MB | 6.09s| ~170MB0.03s| <1 MB
1920x1200| 1.69 | ~160 MB| 18.24 s| ~420 MB| 0.03 s| <1 MB

Table 3. Execution times and memory usage for ngnfargery localization (JPDQ algorithm), forgery
detection (5 algorithms) and decision fusion ughrgMatlab implementation of the tool.

Case study and Experimental results

We now turn to evaluate tool simplicity and useésis. For the first aspect, we analyse a case-
study image to illustrate the analysis processHerFA; for the latter aspect, we show that usregtool
is better than using single algorithms. This iselby studying the detection performance obtaingd wi
and without using the decision fusion module omtasket of both original images and hand-made tiealis
forgeries.
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A sample case study

Let us play the role of the IFA, and suppose that image in Figure 6 must be analysed.
Considering the content of the image, we may reasgnthink that, if a splicing is present, it may
involve one or both the faces. Therefore, we wardhteck the integrity of those regions. Clickingtba
“Add ROI"” button, we can freely draw a polygon amduthus defining the desired ROIs; otherwise if we
have no other suspects about the image, we may twamge the localization capabilities of the JPDQ
algorithm. This is done by clicking on “Compute Pability Map” button, yielding the result in Figure
we see that our suspects about the face of thatgogonfirmed, while the girl's face seems untodche

eoo ST —

Target File

Open ) Current: 08.jpg

Image info

File type: pg Color type: truecolor

JPEG-QF: 95 Image size: 571x600
Show EXF data

Reaions of Interest Panel Have no clue?
Add ROI Load fom fle Computa Probadiity Map

Clear Al Save

Exit Compare Start analysis

Current image

Taraet File
Open ) current: 08.jpg

Imagqe info
File type: jpg Color type: truecolor

IPEG-QF: 95 Image size: 571x600
Show EXIF data

Regions of Interest Panel Heve o clue®
Add ROI Load from file Compute Probabiity Map

Cloar All Save ShowHido |

Exit Compare Start analysis

Figure 7. Viewing probability maps obtained withDQX® localization algorithm (brighter colors denote
higher probability).
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However, we may choose to analyse both faces,tedl@sanually with “Add ROI", to examine
the joint output of all the available forensic aigfims. Clicking on “Start Analysis” we allow thedl to
run them, fuse their answers and open the outperface (Figure 8).

800 OutputGUI
=== Image Forensic Analysis Tool ===

Analysis results

ATELIEF

Brief report:

Number of analyzed regions: 2

Number of detected tamperings: 1

( Close ] [ Compare J | Restart Analysis
Figure 8. Coarse-details output.
800 OutputGUI
Analysis results
ATELIEF
Brief report:

Number of analyzed regions: 2
Number of detected tamperings: 1

More info

Ciick and seloct a region
Belief for the selected region being forged is B7.4%
Details from single algorithms

Algorithm Tampered % Reliabiity

Additional info:

JPGH 778% 85.0%
JPNA 0.0% 97.1%
JPDQ 99.9% 87.1%
JPLC 95.0% 400%
JPBM 120% 75.0%
[ cese || Compare | RestartAnalysis |

Figure 9. Detailed results for boy’s face. Perceritvalues for tampering in the table refer to thelt
outputs scaled to be in [0,1].
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800 OutputGUI

Analysis results

Brief report:
Number of analyzed regions: 2
Number of detected tamperings: 1

More info

Additional info:
Gick and seloct a region

Details from single algorithms
Algorithm ampered % Relability
JPGH 53.2% 85.0%
JPNA 0.0% 97.1%
JPDQ 38.1% 87.1%

JPBM 10.0% 75.0%

Close Compare Restart Analysis

Figure 10. Detailed results for girl’s face.

We see immediately that only the boy's face issifi@sl as tampered. Clicking on “More details”,
and selecting that face by clicking into the RO see the table with results coming from all alipons
(Figure 9 for boy's face, Figure 10 for girl's fac@lotice that for boy's face one of the algorithdaes
not detect any trace of tampering on that regibis. is perfectly reasonable because, as said,i@ngpl
will not necessarily leave all the possible trac&ice this fact is known to the decision fusion
framework, the final belief for the ROI being tamge remains very high. Notice that in some cases th
output of some tools can be shown as 0.0%: thikiésto the fact that some forensic tools may output
values very close to 0 (even in the order ot®,that are truncated for presentation clarity.

Detection performance

In this paragraph we show that using the proposeterformances are significantly increased
with respect to running separately each algoritimdo so, we analyse a set of images, and compare
performance of decision fusion output with respgedhose of single algorithms. We use a datas8Bof
realistic splicings of various kind and 83 origimaages (the dataset is publicly available at tbsite
http://clem.dii.unisi.it/~vipp/files/datasets/HANDMDE _FORGERIES.zijg tampered images have been
created by students using common photo editingveo#, respecting only some constraints on the JPEG
quality factor used for saving the final forgeryuédjty less than 7/10 was forbidden). Of courseugd
truth is available for each sample. Each test stsmsh: selecting the tampered region (or, for ingg
images, some object); running the analysis on eaglon; considering the output of each algorithm
separately, and the output of the decision fusiodute.

We iteratively threshold these scalar output valuebtaining the Receiver Operating
Characteristic (ROC) curves for the five algorithensd for the decision fusion method (Figure 11). A
ROC gives the probability of correctly classifyingampered image (detection probability) as a fanct
of the probability of classifying an original imags tampered (false alarm probability). Therefare,
ideal detector has a “square” ROC curve, that daythe y-axis and then on the line y=1.
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Figure 11. This figure shows, for the describedadat, the performance of single algorithms and that
obtained using the decision fusion method.

Each line associated to an algorithm in Figure sLlbhtained running that algorithm on all the
images of the dataset. The reader will probablysbeorised by the poor performance obtained by
separated algorithms, but they are perfectly ressien as a matter of fact, when a forensic algorith
developed and evaluated in literature, tests ameoruimages that are automatically tampered way
that is detectable by the algorithmAlthough being useful to evaluate the discrimiatpower of a
specific footprint, this approach ignores that al r@nalyst does not know in advance which kind of
tampering could have been performed with the imager analysis. Furthermore, analyzing hand-made
realistic forgeries is much harder than analyzinijically generated splicings.

Notice that, as shown in (Fontani, 2011; Fontafil3), using the decision fusion module, a
significant improvement is obtained in terms offpenance, so the proposed tool proves to be ngt onl
useful in making forensics algorithms accessiblehsIFA, but also in increasing his confidenceha
analysis.

It is of interest to investigate how the proposaal ivorks when only a subset of the forensic athans
are employed. Table 4 shows the behavior of thierfusystem for various configurations, by plottihg
integral of the ROC curve (also called Area Underve, AUC). An AUC equal to 1 characterizes a
perfect classifier, while a random classifier woalitain 0.5. Noticeably, despite the contributibésame
algorithms (e.g., JPBM and JPNA) being quite limhiten the considered dataset, the use of 5 algaithm
yields the best performance. This experiment shbasthe proposed tool is able to “pick the bestm
available forensic algorithms, even when their gbation is limited.
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Enabled Algorithms
AUC
JPBM | JPLC | JPGH | JPNA | JPDQ

0.500

° ° 0.583
° ° 0.719

° ° 0.732

° ° 0.848

° ° [ 0.88¢

° ° ° ° 0.871
° ° ° ° 0.893

° ° ° ° ° 0.894

Table 4. Performance of the decision fusion sy$temifferent subsets of the algorithms, obtainadtce
same dataset used in previous experiments. Eaclndivates which algorithms were enabled (black
dot) and which were not (empty cell). The obtaiAtlL is reported in the rightmost column.

Finally we selected some samples from the datasstidw the “path” followed by the proposed toogtth
goes from the output of single algorithms to alfinelief for presence of tampering. To do that weter

to Table 5, and consider 4 different images indhtset (two forged and two untouched). The fost r
shows an example where all algorithms agree abmeérece of their respective footprints, and thel fina
belief for presence of tampering is very small. $Beond row shows an interesting sample where bne o
the algorithms, namely JPBM, is confused aboutptlesence of the footprint: thanks to the knowledge
about tool reliability and compatibility of algdniins, the final belief is kept small. Similar comrteen
apply to the last two rows, referring to forged gea: notice that in the third row we have 3 aldponis

out of 5 that are more convinced about the absehtige searched trace. Notwithstanding that, tio¢ to
leverages on the information provided by JPGH dPD@Q to reach a high belief for presence of the
forgery.

Ground Fused
Truth JPBM JPLC JPGH JPNA JPDQ Belief of
Tampering
Out| mr | my [Out | my | my |Out | my | my [Out | my | my [Out | mr | My

Untouched 0.26|0.13|0.87| 10°| 0 1011 O 1]/001 O 1 {0.00 O 1 0.01

Untouched 0.53| 0.65| 0.35| 10°| 0 1 |0.17/0.04/0.96/0.00f O 1003 O 1 0.13
Tampered 0.35/0.31| 0.69 10%] 0 1 |0.550.61/0.39/0.14| O 1044 1 0 0.86
Tampered 0.74| 1 0 {099 1 0 | 0.350.31/0.69/0.78| 1 0 {098 1 0 0.99

Table 5:each row of the table shows, for every @iigm, the output and the corresponding mapping to
belief for presencenty) and absencenty) of the footprint. The rightmost column showsfthal (fused)
belief for the analysed region being tampered.
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CONCLUSIONS

Image integrity assessment is a key task in nowadammunications. In this paper, we
presented a tool for detecting splicing in digitahges. The proposed system allows the IFA to éxplo
the capabilities of existing forensic algorithmsidamoreover provides him with a decision fusion
framework that automatically interprets their oufpuncreasing detection performance. Furtherntbes,
tool can exploit localization capabilities of fosn algorithms to show a probability map to the JFA
helping him to identify suspect regions.

We proposed a modular architecture that makesttiuk easily extendible with new forensic
algorithms. Also, the employed decision fusion feavork is easy to extend (Fontani, 2011; Fontani,
2013) and does not require any form of trainingrafram that needed for each forensic algorithmmalo
since it exploits theoretical knowledge about fefahips between traces searched by tools.

As future work, we plan to develop decision fusstrategies for forgery localization, so to allow
the IFA to merge probability maps obtained witHeliént tools. We also plan to add novel functidiesi
to the tool, like automatic image (and probabititgp) segmentation, and to transcode the currenaMat
implementation to a more portable and fast programgianguage.
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