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Chapter 1

Introduction

“In a time of deceit, telling the truth is a revolutionary act.”

George Orwell

I
n the last years, the usage of digital content, and images in particular, has surged

owing to the widespread availability of built-in cameras in various devices such as

smartphones, laptops, and tablets. Furthermore, sharing digital images across social

media platforms like Instagram, WhatsApp, and YouTube has become commonplace.

However, digital images can be easily manipulated using various easy-to-use image

editing software, such as Adobe Photoshop Express, Snapseed, and PhotoEditor, avail-

able on various devices, especially smartphones. Nowadays, the best-performing image

editing tools are all based on Artificial Intelligence (AI), notably Deep Learning (DL)

technology, as shown in Figure 1.1. At a broader level, many businesses and institutions

are investigating the integration of their generative AI systems to streamline repetit-

ive tasks and improve overall efficiency. Adobe Firefly1 uses generative AI and simple

text prompts to create extremely high-quality images, allowing text-to-image generation

and text-guided image filling. OpenAI released DALL-E3 [20] and integrated it into

ChatGPT2 where a simple idea can be translated into tailored and detailed prompts for

DALL-E3 image generation. These open generative models can generate or modify im-

ages simply by providing a descriptive text of the elements they wish to appear in the

images for “$1,000 images for $1000”. In addition, there are lots of free generative models

available online that produce extremely realistic fake images.

Alongside benign uses of this technology, however, the malicious use of AI-generated

contents, generally referred to as Deepfakes, represents a serious and concrete threat, in-

cluding the dissemination of misinformation and the unauthorized use of personal data

resulting in privacy violations, such as non-consensual pornography. Moreover, the inter-

connected digital world we live in has the consequence that fake content can be visualized

by millions of users shortly after the contents are uploaded on the web or on social

platforms. Months ago, the spread of explicit AI-generated images of Taylor Swift was

shocking and saddening, racking up more than 45 million views before the account was

suspended3. In addition, Australia’s consumer watchdog is warning the public to beware

of fake news articles and images endorsed by celebrities and other public figures and

linked to online investment trading platforms4. The potential misuse of these powerful

1https://firefly.adobe.com/inspire/images
2https://chat.openai.com/
3https://ca.news.yahoo.com/white-house-alarmed-over-fake-142631636.html
4Aussies lose $8 million to deepfake celebrity investment scams

https://firefly.adobe.com/inspire/images
https://chat.openai.com/
https://ca.news.yahoo.com/white-house-alarmed-over-fake-142631636.html
https://www.9news.com.au/national/australia-news-celebrities-are-not-getting-rich-from-online-investment-trading-platforms/42bba48c-d1c9-4b35-ad72-b38932689d5b
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Traditional photo
editing apps

Generative-AI-based
photo editing apps

2014 --> 2024

Figure 1.1 – Image editing from 2014 to 2024. Given an image to be edited, the part indic-

ated by a mask can be filled with the content generated by the generative AI conditioned

on a text prompt, or the entire image can be generated using the text prompt.

tools erodes trust and confidence in the digital ecosystem, calling for the development of

multimedia forensic techniques to verify content authenticity in an attempt to restore the

media’s credibility. In response to the issues caused by generative AI techniques, govern-

ments have taken steps to address the problem of misuse of generated images. Since 2016,

the Defense Advanced Research Projects Agency (DARPA) of the U.S. Department of

Defense has funded two image forensic programs dedicated to detecting deepfakes: Media

Forensics (MediFor) and Semantic Forensics (SemaFor)5, to which program this thesis

contributes. In China, a recent law stipulates that manipulated contents must carry a

digital signature or watermark, and content generation service providers must engage

not to process personal information and comply with other rules such as the evaluation

and verification of AI algorithms deployed, authentication of users, and setting up feed-

back mechanisms for content consumers6. Facebook AI launched the DeepFake Detection

Challenge (DFDC) fake face recognition challenge on the Kaggle platform [21].

As a reaction to the above problems, the multimedia forensic community has dedicated

significant efforts to the development of effective techniques to verify image authenticity

and combat misinformation. In particular, great attention has been devoted to the devel-

opment of methods for the detection of AI-synthesized images - referred to as synthetic

image detection7, namely techniques capable of distinguishing between real and fake im-

ages8. In addition to binary detectors, which are only asked to judge if an image is real

or fake, some methods have been proposed that, in the case of AI-manipulated images,

have also the ability to localize the manipulation, e.g., outputting a binary localization

mask or an attention map. Another prominent problem multimedia forensic researchers

have been focusing on in the last years is synthetic image attribution, that is, determining

5https://www.darpa.mil/
6chinas-new-legislation-on-deepfakes-should-the-rest-of-asia-follow-suit
7The terms synthetic and fake are used interchangeably throughout the thesis.
8AI-generated images is often used as a general term and includes both fully synthetic images and

partially manipulated images. We will use the terms AI-synthesized and AI-manipulated to indicate,

respectively, fully synthetic images and partially manipulated images, when we will need to differentiate

between the two cases.

https://www.darpa.mil/
https://thediplomat.com/2023/03/chinas-new-legislation-on-deepfakes-should-the-rest-of-asia-follow-suit/
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which is the specific generative model or architecture that has been used to produce a given

synthetic image. By identifying the specific generative model or technique used to gener-

ate synthetic images, researchers can elucidate the underlying mechanisms behind image

generation and manipulation, thereby enhancing the transparency and interpretability of

detection algorithms. This transparency is essential for building trust among stakehold-

ers, including law enforcement agencies, media organizations, and the general public, who

rely on the accuracy and reliability of image authentication systems.

After some initial attempts to address the above tasks with techniques based on hand-

crafted and model-based features [16, 22–24] in the last few years, superior performance

has been achieved by methods resorting to DL, notably Convolution Neural Networks

(CNN) [25], thus adhering to the ’AI to combat AI’ paradigm. These methods can

achieve almost perfect accuracy in laboratory settings when trained and tested under

the same conditions, i.e., when the distribution of test samples matches that of training

data. However, this is not usually the case in practice, thus limiting the applicability of

these methods in real-world applications, where the images seen at operation time may

have originated from a different dataset, be subject to a different processing or genera-

tion pipeline, or be obtained using different generative models/architectures or different

manipulation types, with respect to those considered during the training of the forensic

tools. This is even more evident given the rapid pace at which generative methods evolve.

It is, in fact, impossible to encompass all the generative models that these methods will

encounter during their operational use, at training time. In such a scenario, the predic-

tions made by DL-based methods are not trustworthy. Therefore, the development of

forensic methods capable of working in the wild, under the typical conditions encountered

in real-world applications is an urgent need.

In this thesis, we contribute to the above mission by proposing techniques for syn-

thetic image detection, classification, and attribution with enhanced reliability, thereby

facilitating their practical application. More specifically, synthetic image detection aims

to distinguish AI-generated images from pristine ones, such as Generative Adversarial

Network (GAN)-synthesized face images and GAN-manipulated flood images. On the

other hand, the classification of facial attribute editing identifies which specific manipu-

lation was conducted on the images via a multi-class classification framework. Finally,

the synthetic image attribution task addresses the provenance of AI-synthesized images,

determining the generative models or architectures used to generate them. Given the

prominent role played by images depicting persons, and in particular face images, in the

thesis, we almost entirely focus on this domain. In particular, the thesis focuses on two

main issues encountered when applying multimedia forensic tools in the wild, namely: i)

the development of image forensic tools that can work under dataset-mismatch conditions;

ii) the development of classification techniques that can operate in open-set scenarios.

The former issue is addressed in the first part of the thesis. With dataset mis-

match, we refer to a scenario in which the system is tested with images belonging to

the same classes/categories considered during training. However, the distribution of the

test samples does not match that of the training data. For the synthetic image detection

task, this corresponds, for instance, to recognizing fake synthetic images obtained with

different generative models with respect to those considered during training, or generative
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models of the same type but obtained using different generation parameters, training set-

tings, and/or training procedures. In the thesis, we refer to this kind of dataset mismatch

problem with the term generalization. In addition, the case where the test images are

subject to post-processing—or, more generally, to a different post-processing pipeline with

respect to the one considered during training—is also considered. In the following, we

refer to the capability of coping with this kind of dataset mismatch as robustness. Many

works in the recent literature show that methods developed for image forensic tasks, which

perform well under matched conditions, suffer a severe degradation of their performance

when tested under mismatched conditions. This thesis addresses the dataset mismatch

problem by developing detectors based on semantic information, by relying on more gen-

eral and robust features, and by incorporating within the detectors multi-level analysis

and attention mechanisms. With regard to the former approach, we developed a robust

AI-synthetic face detector that exploits eye clues to distinguish between real and fake im-

ages. The method relies on the analysis of inter-eye symmetries and inconsistencies and

resorts to similarity learning to extract robust features. These semantic traces are usually

preserved even in the presence of heavy processing operations. In this way, the method is

inherently robust against global post-processing and local manipulations. Focusing on the

detection of AI-manipulated images, where the images are partially manipulated (e.g., by

adding flooded areas to a street image or by editing the facial attributes of real face im-

ages), we developed another semantic-related method that exploits the knowledge about

the semantic nature of the manipulation to guide the training process. Specifically, we

resorted to a hybrid framework for simultaneous detection/classification and localization,

wherein localization is primarily used to aid the detection task by forcing the network

to focus on the parts of the image that indicate the manipulation traces in the images.

Focusing on the specific problem of classification of facial attributes editing, we enriched

the hybrid classification with localization approach with multi-level analysis to develop a

dedicated technique that relies on both global and local-level (patch-level) features com-

bined with attentional feature fusion module with improved generalization and robustness

against post-processing. The local and global features are first extracted from the full

image and from specific image patches, and then merged by using an attentional feature

fusion module.

The development of forensic techniques capable of working in open-set scenarios is the

goal of the second part of the thesis. In an open-set setting, at operation time the systems

are tested with samples belonging to different classes/categories with respect to those

seen at training time. For the task of manipulation classification aimed at identifying the

manipulation performed on images, this corresponds, for instance, to considering samples

that have been subject to different types of editing with respect to those considered

during training. In the case of synthetic image attribution, the open-set scenario takes into

account the possibility that the test sample has been generated by an unknown generative

model or architecture that has not been considered at training time. Common methods,

having good performance in closed-set settings, are typically unreliable when tested in an

open-set setting, since they misclassify unknown out-of-set samples as belonging to one

of the known in-set classes, severely limiting their applicability in real-world applications.

In order to effectively operate in such a scenario, the forensics system’s design and
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methodology need to be reconsidered to avoid the assumption that all possible classes are

predefined during training. Instead of focusing solely on making correct decisions within

predefined known in-set classes, the system should prioritize adaptability and flexibility

to accurately assess and handle out-of-set samples without making erroneous judgments,

such as assigning predefined classes to out-of-set samples.

In particular, we considered two main approaches to develop a system capable of

working in open-set scenarios: i) classification with rejection class; ii) verification. In

classification with rejection class, we developed a forensic classifier to accurately classify

in-set class samples, while at the same time revealing samples coming from out-of-set

classes and refraining from providing a classification outcome - that would necessarily

be unreliable - in this case. It is crucial to employ a proper rejection strategy to pre-

vent any impact on the accuracy of out-of-set class samples. Recognizing the constraints

encountered in dealing with unknown out-of-set class samples within the manipulation

classification framework outlined in the first part of the thesis, we introduced an open-

set framework coupled with a Vision Transformer (ViT) module [26] to comprehensively

explore semantic features of in-set classes by means of classification and localization, en-

abling effective rejection of out-of-set samples characterized by lower prediction scores.

Rejection is performed by considering several strategies and analyzing the model output

layers. As for synthetic image attribution task, a few works deal with open-set image

attribution within a semi-supervised framework [27, 28]. In addition to unlabeled in-set

samples, unlabeled out-of-set class samples are also included in the training process, and a

clustering strategy is used to separate out-of-set samples. However, this approach provides

inaccurate predictions when encountering new out-of-set samples. In this thesis, we de-

veloped a new framework for multi-class classification with rejection class that exploits

the concept of backdoor attacks [29]. Within this framework, rejection is achieved by

purposely injecting class-specific triggers inside a portion of the images in the training set

to induce the network to establish a matching between class features and trigger features.

The behavior of the trained model with respect to triggered samples is then exploited at

test time to perform out-of-set sample rejection, by injecting a class-specific image into

its class samples with a new defined target class. The rejection mechanism operates by

detecting the reaction of backdoor behavior.

The second approach we have developed adopts a Siamese Network-based verifica-

tion framework to address the attribution task in an open-set scenario. The verification

framework is naturally suited to work in an open-set scenario. To start with, a verification

system can determine whether two images belong to the same class or not, regardless of

whether the images are in-set or out-of-set. Alternatively, given an image and a claim

about its class, the system can decide whether to support the claim or not, by exploiting

the availability of one (or multiple) reference images from the claimed class. By verifying

a claim on each known classes, the verification system can also be used as a classifier. It

is worth observing that the verification approach has a significant advantage with respect

to systems based on the introduction of a rejection class, which are not able to provide

any information about out-of-set samples other than recognizing that they do not belong

to the classes known by the system. In the second part of the thesis, the main focus

is on synthetic image attribution due to the importance and practical relevance of the
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open-set scenario for this task. However, methods have also been developed for the task

of classifying facial attribute editing.

1.1 Overview and Contribution

The thesis is organized in two parts, corresponding to two different challenges related

to synthetic image detection and attribution in the wild: the dataset-mismatch problem,

and classification/attribution in an open-set scenario.

Then, the first part of the thesis focuses on the development of image forensic methods

with improved performance under dataset mismatch. Before delving into the details of our

research, Chapter 2 briefly introduces the most relevant generative methods and reviews

the state-of-the-art for synthetic image detection. The chapter ends with a description

of the datasets and the evaluation metrics used throughout the thesis to benchmark the

performance of the techniques developed. In Chapter 3, we describe a semantic method

for the detection of AI-synthesized face images, notably images generated by GANs, that

relies on an eyes-based Siamese Network. This network takes two eye images as input

to analyze asymmetrical details found in the eyes, common to various generative models,

such as the shape of the pupils and iris details. The method shows good generalization

to different generative models and a good robustness against image processing, as well

as against splicing and rebroadcast attacks. Chapter 4 introduces a hybrid CNN-based

architecture including both a classification and a localization branch, the latter being

devoted to the localization of the image regions manipulated by the GANs. The main

function of this branch is to induce the network to rely on the most relevant regions for

the classification task. By focusing on the semantic manipulation regions identified by

the localization branch, the classifier relies on artefacts within this region rather than

on those belonging to regions that are not directly interested by the manipulation, thus

improving robustness and generalization. We applied this method to detect fake images

of climate change in the manipulated region that corresponds to flood areas. Finally, in

Chapter 5, the hybrid framework is adopted to perform classification of facial editing in

manipulated face images, in which different facial attributes have been edited. We first

carried out some experiments on a public facial editing dataset with the architecture in

Chapter 4 and then scale and improve it to a large dataset. The local and global features

are first extracted from the full image and from specific image patches, and then merged

by using an attentional feature fusion module.

The second part of the thesis is devoted to the development of solutions for open-

set classification of image editing and, more importantly, for open-set synthetic image

attribution. Chapter 6 introduces some background notions on open set recognition and

reviews the state-of-the-art of synthetic image attribution. Chapter 7 presents our first

attempt to address the open-set classification problem via a hybrid framework that resorts

to ViT [26] and a simple yet effective sample rejection mechanism based on the analysis of

the output logit scores. In Chapter 8, we describe a verification framework that relies on

contrastive learning to address the problem of open-set attribution of synthetic images.

We consider two different settings. In the first setting, the system determines whether

the same generative architecture has produced two given images. In the second setting,
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the system verifies a claim about the architecture used to generate a synthetic image,

utilizing one or multiple reference images generated by the claimed architecture. Finally,

in Chapter 9, we introduce a framework for open set attribution of synthetic images,

named BOSC (Backdoor-based Open Set Classification), that relies on the concept of

backdoor attacks to design a classifier with rejection option. BOSC works by purposely

injecting class-specific triggers inside a portion of the images in the training set to induce

the network to establish a matching between class features and trigger features. The

behavior of the trained model with respect to triggered samples is then exploited at test

time to perform sample rejection using an ad-hoc score.

1.2 Publications

The research activities carried out during the PhD studies resulted in the following pub-

lications:

• Journals

– J. Wang, O. Alamayreh, B. Tondi, A. Costanzo, and M. Barni, ”Detecting

Deepfake Videos in Data Scarcity Conditions by Means of Video Coding Fea-

tures”, APSIPA Transactions on Signal and Information Processing, vol. 11,

2022.

– J. Wang, B. Tondi, and M. Barni, ”An eyes-based siamese neural network for

the detection of GAN-generated face images”, Frontiers in Signal Processing,

vol. 2, 2022.

– L. Abady, J. Wang, B. Tondi, and M. Barni, ”A Siamese-based Verification

System for Open-set Architecture Attribution of Synthetic Images”, Pattern

Recognition Letter, vol. 180, 2024.

– J. Wang, B. Tondi, and M. Barni, ”BOSC: A Backdoor-based Framework for

Open Set Synthetic Image Attribution”, IEEE Transactions on Information

Forensics & Security, under review, 2024.

• Conferences

– J. Wang, O. Alamayreh, B. Tondi, and M. Barni, ”An Architecture for the

detection of GAN-generated Flood Images with Localization Capabilities”, in

2022 IEEE 14th Image, Video, and Multidimensional Signal Processing Work-

shop (IVMSP), pp. 1–5, 2022.

– O. Alamayreh, G. M. Dimitri, J. Wang, B. Tondi, and M. Barni, ”Which

country is this picture from? New data and methods for DNN-based country

recognition”, in ICASSP 2023-2023 IEEE International Conference on Acous-

tics, Speech and Signal Processing (ICASSP), pp. 1–5, 2023.

– J. Wang, B. Tondi, and M. Barni, ”Classification of synthetic facial attrib-

utes by means of hybrid classification/localization patch-based analysis”, in

ICASSP 2023-2023 IEEE International Conference on Acoustics, Speech and

Signal Processing (ICASSP), pp. 1–5, 2023.
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– J. Wang, O. Alamayreh, B. Tondi, and M. Barni, ”Open Set Classification

of GAN-based Image Manipulations via a ViT-based Hybrid Architecture”, in

Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern

Recognition, pp. 953–962, 2023.

– O. Alamayreh, J. Wang, G. M. Dimitri, B. Tondi, and M. Barni, ”A Siamese

Based System for City Verification”, in ECAI 2023, pp. 69–76, 2023.

– J. Wang, B. Tondi, and M. Barni, ”On the use of mixup augmentation for

open-set synthetic image attribution”, WIFS 2024, under review.
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Abstract

This part of the thesis focuses on the development of methods for the detection of AI-

generated images that can work under dataset-mismatch conditions. To achieve this

goal, we present a pool of detectors exploiting semantic information to extract gen-

eral and robust features whose effectiveness remains valid across different datasets.

In particular, we first introduce a semantic-based method for distinguishing GAN-

generated faces from real faces that relies on the analysis of inter-eye symmetries

and inconsistencies. We also design a hybrid framework for simultaneous detec-

tion/classification and localization of edited or locally manipulated images, wherein

localization is used to aid the detection task by forcing the network to focus on the

most semantically-relevant parts of the image. The new architecture is then exploited

to detect GAN-generated flood images, and to classify the facial attributes modified by

GANs. With regard to the classification of facial attribute editing, we also develop

a method that combines the hybrid approach with multi-level analysis and exploits

attention mechanisms to rely on both global and local features.
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Chapter 2

Introduction to Generative Models,
Synthetic Image Generation and Detection

“Some of these things are true and some of them lie.

But they are all good stories.”

Hilary Mantel

I
n this chapter, we provide an introduction to the most important and widespread gen-

erative tools and methods for image synthesis and manipulation. Then, we review the

most relevant forensic methods for synthetic image detection. Even though AI genera-

tion and detection techniques encompass various image categories and domains, our focus

remains on the literature related to the face image domain. As mentioned in the intro-

duction, this is the primary domain considered in the thesis. Besides, due to the potential

for misuse of human-related images, such as identity theft and fraud, the importance of

facial recognition in security and forensics, and the ethical and societal implications of

synthetic faces in digital media, most of the literature dealing with image forensics of

AI-generated images focuses on this domain.

In this chapter, and throughout the thesis, we assume that the reader is familiar with

the basic concepts of machine learning and DL and have some basic knowledge about

discriminative models, notably CNNs.

The chapter is organized as follows: after a brief introduction to GAN and Diffusion

Model (DM) in Section 2.1, Section 2.2 reviews generative methods based on the GAN

and DM technology that have been utilized to generate face images from scratch and

manipulate facial attributes such as age, gender, and expression. The literature about AI-

generated image detection is reviewed in Section 2.3, considering both methods proposed

for the detection of AI-synthesized images and AI-manipulated images. Finally, we present

the face datasets that we used throughout the thesis to measure the performance of the

techniques, and introduce the evaluation metrics.

2.1 Brief Introduction to Generative Techniques

Generative models are pivotal in computer vision and machine learning, enabling the

creation of realistic data samples following a given distribution. Among the wide variety

of techniques, Variational Autoencoders (VAE) [30], Energy-Based Models (EBM) [31],

Generative Adversarial Network [32], Normalizing flows (NF) [33] and Diffusion Model

[34] have gained significant attention. GANs and DMs are the most prominent among
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G
(generator)z

Generated images

Real images

D
(discriminator)

Real

Fake
loss

Training feedback

Figure 2.1 – General scheme of a Generative Adversarial Network, exemplified for the

task of image generation.

these techniques, yielding outstanding performance. In this section, we provide a brief

introduction to both GANs and DMs, describing the underlying principles, architectures,

and training procedures.

2.1.1 Generative adversarial networks

Generative adversarial networks have revolutionized the field of generative modeling with

their ability to produce high-fidelity data samples across various domains, which have

been very useful in several applications. A GAN, first introduced by Goodfellow et al. in

2014 [1], consists of two primary components: a generator G and a discriminator D. The

core idea to enhance the generator’s capability of approximating the real data distribution

is to train the generation and discrimination networks together in an adversarial fashion,

where the discriminator is asked to distinguish between real and generated images, while

the generator tries to defeat the discriminator. Figure 2.1 illustrates the general scheme of

a GAN, focusing on the image domain. The generator takes random noise z as input and

outputs images, while the discriminator compares the generated images with real images.

In its most basic form, the optimization objective of the generator G is to minimize the

following loss function,

LG(G,D) = Ez∼pz(z) [log (1−D(G(z)))] , (2.1)

where pz(z) represents the noise prior distribution and Ez∼pz(z) denotes the statistical

expectation taken over the random variable z distributed as pz(z). On the other hand,

the goal of the discriminator D is to minimize the loss function,

LD(G,D) = −Ez∼pz(z) [log (1−D(G(z)))]− Ex∼px(x) [log (D(x))] , (2.2)

where x denotes an input image drawn from the distribution px.
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Starting from this formulation, many variants have been proposed (see Section 2.2),

and different training procedures have been implemented to improve the performance of

the generation and also to solve the training instability issue that initial GAN models

were subject to [35].

2.1.2 Diffusion models

Clean image Pure noise

𝑥! 𝑥" 𝑥#$" 𝑥#

Forward diffusion process

Reverse denoising process

Figure 2.2 – Illustration of the denoising diffusion process in DMs.

Diffusion Models, initially introduced by Sohl-Dickstein et al. [34] and further refined

by Ho et al. [10], have attracted the interest of researchers in the last years for their ability

to generate extremely realistic and high-resolution images with improved diversity with

respect to GANs, and for their stable training process.

DMs have shown remarkable results in generating high-resolution images with fine de-

tails and have been applied to image synthesis and manipulation tasks. DMs are a class

of probabilistic generative models that are instructed to learn to reverse a process that

gradually degrades the structure of the training data. More specifically, the training pro-

cedure involves two key phases: the forward diffusion process and the backward denoising

process (see Figure 2.2). In the forward diffusion phase, low-level noise is iteratively ad-

ded to each input image, with the noise level varying at each step. The training image

undergoes progressive degradation until it is transformed into a pure noise image. The

backward denoising phase aims at reversing the forward diffusion process. This iterative

procedure is applied in reverse order to remove the noise and re-obtain the original image.

Images are then generated by gradually reconstructing them from random white noise.

The noise subtracted at each time step of the reverse denoising process is estimated using

a neural network, typically based on a UNet architecture [36].

A common DM model is the Denoising Diffusion Probabilistic Model (DDPM) [10],

which models the diffusion process as a Markovian process, as follows

p(xt|xt−1) = N (xt;
√

1− βt · xt−1, βt · I),∀t ∈ {1, · · · , T} , (2.3)

where T is the number of diffusion steps, β1 · · ·βT ∈ [0, 1) are hyperparameters represent-

ing the variance schedule across diffusion steps, I is the identity matrix having the same

dimension of the input images x0, and finally N (x;µ,Σc) is the normal distribution of

mean µ and covariance Σc that produces x. In the reverse denoising process, the image

can be generated from a sample xT ∼ N (0, I) via,

p(xt−1|xt) = N (xt−1;µ(xt, t),Σc(xt, t)), (2.4)
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where the mean µ(xt, t) and the covariance Σc(xt, t) are predicted by a neural network

(i.e., UNet [36]) that takes the noisy image xt and the embedding at time step t as

input. Training is performed by optimizing the variational bound for the negative log-

likelihood (the reader may refer to [10] for the details). Two variants of diffusion models

considering different score functions for the optimization are the noise-conditioned score

network (NCSN) and stochastic differential equations (SDE) [37].

2.2 Synthetic Image Generation

In this section, we provide an overview of the main literature on AI-based image synthesis

and manipulation, focusing on the methods dealing with face image synthesis and facial

attribute manipulation.

2.2.1 Face image synthesis

GAN-synthesized face images. Early attempts to use GANs for image generation

were limited to the generation of high-quality, low-resolution images [2, 31, 38]. Later,

techniques have been proposed that are capable of generating realistic, high-quality,

large-resolution images. BigGAN [39], for instance, employed techniques such as data

truncation and orthogonal regularization to stabilize the training process for large-scale

GANs and were able to generate realistic images with a resolution up to 512 × 512.

ProGAN [4] was able to reach an image generation resolution of 1024 × 1024 by im-

plementing a progressive training approach, where the model is first trained to learn to

generate low-resolution images, then the resolution is progressively increased. Later, the

same authors of ProGAN proposed a StyleGAN [5] method to further improve the quality

of the generated high-resolution images, by utilizing an alternative generation architec-

ture borrowed from the style transfer literature. Specifically, in addition to progressively

increasing the resolution of the generated images, as done by ProGAN, StyleGAN incor-

porates ’style’ features in the generative process, where a random latent code is mapped

into an intermediate latent space enabling some controlled image modifications. The

quality of StyleGAN images has been further improved by the StyleGAN2 model [6], that

redesigns the normalization used in the generator. Later on, NVIDIA released a new GAN

architecture, named StyleGAN3 [7], which solves the problem of ’texture sticking’ (a.k.a.,

aliasing) in the images generated by StyleGAN2. Such a result is achieved introducing

some architectural changes guaranteeing that unwanted information does not leak into

the hierarchical synthesis process. The StyleGAN series, and StyleGAN2 in particular,

has had great success, and many AI-based tools rely on it.

Inspired by the success of ViTs in various computer vision tasks [40], Zhao et al. [41]

successfully integrated ViTs into the GAN framework for high-resolution image genera-

tion, denoted as HiT. A couple of years ago, Zhang et al. [39] proposed StyleSwin that

leverages Swin transformers [42] as the basic building block of the generator, which im-

proves the generation quality by taking advantage of local attention modules. On the other

hand, Taming Transformers [8], a.k.a. VQGAN, where VQ stands for Vector Quantization

(Taming Transformers can be seen in fact as a variant of Vector Quantized Variational
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Autoencoders (VQVAE)) [43], combined the power of ViT architectures with the convo-

lutional approach for image synthesis. In particular, the combination of encoder-decoder

architectures and transformer-based modules allows the generation of high-quality images

with coherent image structures.

DM-synthesized face images. The pioneering DDPM work [34] demonstrated the

ability of DM models to generate high-quality samples with high levels of detail. Sub-

sequently, various improvements were made to DDPM models, in two main directions:

accelerating the sampling procedures and improving the image quality. The former is the

main challenge applying DDPM models to real-world applications. A step in this direction

was made in [10], where the denoising diffusion implicit model (DDIM) was proposed. In

such a work, the Markov forward process used in [10] is replaced with a non-Markovian

one, leading to a faster sampling procedure with a negligible impact on the quality of

the generated samples. With regard to the latter direction, Dhariwal et al. [44] proposed

a method that introduces a few architectural changes to improve the Fréchet inception

distance (FID) [45] of the synthetic images by exploiting classifier guidance, namely, a

strategy that uses the gradients of the classifier to guide the diffusion process. Rombach

et al. [46] proposed the Latent Diffusion Model (LDM) performing noise diffusion and

denoising in the latent space by means of an Autoencoder. Another technique, proposed

by Vahdat et al. [9], is the Latent Score-based Generative Model (LSGM). This is a score-

based generative model that performs training in the latent space, relying on the VAE

framework. This method has recently demonstrated impressive results in terms of both

sample quality and distribution coverage.

Some examples of face images generated by some of the GAN and DM techniques

described above, and the evolution of the quality of synthetic face images over the last

decade, are shown in Figure 2.3.

2.2.2 Facial attribute manipulation

Besides synthesizing images from random noise, often referred to as generation from

scratch, research has also increasingly focused on the development of methods for AI-

based image manipulation. With reference to the face domain, several methods for facial

attribute editing have been proposed. In facial attribute manipulation, single or multiple

attributes of the faces are edited, such as the color of the hair, the age, the physical

appearance, etc. GAN-based methods like StarGAN [47], AttGAN [48] and STGAN [49]

were first employed for facial attribute editing.

After these initial attempts, inspired by the superior performance of the StyleGAN

series [5–7] in synthesizing high-resolution and high-quality images, the use of StyleGAN

methods to edit the real images has attracted upsurging attention. Attempts have been

made towards better disentanglement in the latent space [11, 50–52] (a latent repres-

entation is perfectly disentangled if each latent dimension controls a single visual at-

tribute [53, 54]). In InterFaceGAN [11], Shen et al. pointed out that it is possible to

utilize the disentangled features encoded in the latent space to edit semantic attributes

through a linear subspace projection. To enable more precise local manipulation, Shi et



i
i

i
i

i
i

i
i

18 2. Introduction to Generative Models, Synthetic Image Generation and Detection

2014 2015 2016 2017 2018

2021 2024

Figure 2.3 – The evolution of generated image resolutions from 2014 to 2024 and examples

of synthesized face images by GAN [1], DCGANs [2], CoGAN [3], ProGAN [4], StyleGAN

[5], StyleGAN2 [6], StyleGAN3 [7], Taming transformer [8], LSGM [9] and DDPM [10]

(each column, from left to right).

al. presented SemanticStyleGAN [52], which encodes sampled codes into semantically

local representations in an intermediate latent space [5] and generates local features for

each latent representation. These features are finally fused and utilized by a rendering

network for image generation, together with a semantic segmentation mask. In addition,

Patashnik et al. proposed StyleCLIP [12], a method that allows for image editing by

conditioning StyleGAN on a given text description. Specifically, StyleCLIP mainly uses

the Contrastive Language-Image Pre-training (CLIP) model [51] to edit the latent code

through the user input language description to achieve the editing purpose. Roich et

al. [55] improved the tradeoff between editing ability and image quality by employing

pivotal tuning. This approach fine-tunes the generator of StyleGAN2 based on an initial

inverted latent code that serves as a pivot. Moreover, Xu et al. [56] combined a trans-
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former with a dual-space GAN to develop a dual-space editing and inversion strategy

that can provide additional editing flexibility. Finally, Alaluf et al. [57] first proposed a

method for facial attribute editing based on StyleGAN3.

Several image editing methods based on diffusion models have also emerged. Notably,

these models are not specialized for facial attribute editing but are general methods for

local manipulation of natural images (including face images). Generally, DMs can be used

to process images by training the denoising autoencoders by conditioning them to different

inputs, such as semantic maps, text, and images. For instance, LDM [46] can be used

for image inpainting and object removal by concatenating spatially aligned conditioning

information to the input of denoising autoencoders. However, researchers have looked

for more flexible ways to edit the images with DMs using conditioning. Given a real

image masked by a stroke-painting image, SDEdit [58] gradually projects the image to

the manifold of natural images in two steps: i) perturbing it with Gaussian noise and

ii) progressively removing the noise by simulating the reverse SDE. On the other hand,

Yang et al. [59] investigated exemplar-guided image editing for more precise control with

arbitrary mask input. The masked region is filled with the input example image by

leveraging the classifier-free guidance to increase the similarity to the example image.

In 2022, the release of the Stable Diffusion model (SDM)1 marks a breakthrough in AI

capability of manipulating images. The Stable Diffusion model is an improved version

of LDM that uses a frozen CLIP ViT-L/14 text encoder to condition the model on text

prompts. After this model’s release, several image editing methods were proposed, relying

on text-guided manipulation. Blended Diffusion [60] combined DDPM with a pre-trained

language-image model CLIP to perform local image manipulation guided by a mask image.

Later on, in order to accelerate the inference, Avranhami et al. [13] moved the diffusion

process into VAE’s latent space by combining the CLIP pre-trained model with LDM.

Text-guided iterative image editing has also been investigated recently by Pan et al. [61]

and Joseph et al. [62]. Valevski et al. [63] and Kawar et al. [64] proposed two methods,

namely, UniTune and Imagic, to edit the images based on a textual edit description

without taking any specific mask as input. Finally, it is worth mentioning the release

of DALL-E3 [20] and Adobe FireFly2, two commercial generative AI applications built

on the DM framework. Both techniques showcase superior image synthesis and editing

capabilities, pushing forward the boundaries of what is achievable with AI-based image

content generation.

Figure 2.4 shows examples of images edited with some of the methods introduced

above, based on StyleGAN2 and DDPM, which represent the most common and widely

used methods for face editing.

2.3 Synthetic Images Detection

As mentioned in the introduction, the detection of AI-generated images has attracted a

lot of attention in recent years due to the tremendous implications that the diffusion of

fake images may have (misinformation, privacy violation, etc.). In this section, we review

1https://github.com/compvis/stable-diffusion
2https://firefly.adobe.com/inspire/images

https://github.com/compvis/stable-diffusion
https://firefly.adobe.com/inspire/images
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Original Smile Younger

Bowlcut Taylor Swift

Red hair Yellow tie

Figure 2.4 – Examples of edited face images by InterfaceGAN [11] (Top line), StyleCLIP

[12] (Middle line) and Blended Latent diffusion [13] (Bottom line).

the most relevant methods proposed in the forensic literature to discriminate between

AI-generated images and real ones. In this section, we focus on the methods for the

detection of AI-synthesized images in the case of fully generated images. The methods

dealing with AI-manipulated images are reviewed in Section 2.3.2. Once again, we stress

that most of the methods proposed in the literature focus on face images.

2.3.1 Detection of AI-synthesized images

GAN generated image detection. Early GAN-generated images could be easily de-

tected due to imperfect generation capability of generative models. Li et al. [65] exper-

imented with three strategies (Rank-based quality score [66], Inception score [67] and

VGG features [68]) by measuring the quality of the generated images, showing the best

performance with VGG features for generated image detection. They also showed that

the discriminator trained together with the generator works well to detect image gen-

erated during the same or earlier epochs, but starts failing as the training goes on. In

addition, several works explored saturation clues [69], landmark location [70], and high-

frequency information [71–74] with good detection performance. However, these works

did not discuss the generalization capability in detecting an image generated by a new

generator and lacked robustness against image post-processing. Their application in the

wild, hence, is problematic.

One approach to enhance generalization and robustness of the detectors is to leverage
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deep CNN architectures by incorporating appropriate augmentation techniques during

training, as demonstrated in [75, 76]. In [23], the authors found that effective robustness

can be attained through basic augmentation methods like compression and blurring, even

training on a single generative architecture (ProGAN). Subsequent studies [16,77,78] have

further confirmed the significance of dataset diversity in enhancing the generalization

capabilities. Moreover, utilizing large datasets to pre-train the models has been identified

as an important factor. While extreme augmentation techniques yield only marginal

improvements in robustness, they enhance generalization to unseen models [16]. Other

works preserve information integrity throughout training and testing, particularly within

the layers closest to the input. Chai et al. [79] emphasized using patch-based classifiers

and avoiding image resizing to prevent the loss of subtle traces inherent in the generation

process. Additionally, Ju et al. [80] enhanced patch-based analysis by incorporating global

spatial information extracted from the entire image.

In order to address the transferability limitation when trying to detect image manip-

ulations in real world, Cozzolino et al. [81] introduced Forensic-Transfer, a learning-based

forensic detector that adapts well to novel manipulation methods, and can handle scen-

arios where only a handful of fake examples are available during training. The method

can detect newly generated images by retraining the model with a few novel samples.

However, performance on previous data may drop. On the other hand, Marra et al. [82]

proposed using incremental learning to detect and classify GAN-generated images, by

letting them continuously evolve as new types of generated data appear. Jeon et al. [83]

introduced the Transferable GAN-images detection framework, where a teacher model

is initially trained on the source domain, and the student model is trained by integrat-

ing data from both the source and target datasets, with weight variation constrained to

maintain consistency with the starting point. The success of this kind of method relies

on the availability of example images from the new architectures, which may not always

be possible, particularly in challenging scenarios.

Another class of methods is based on the exploitation of artificial clues. In addition to

exploring representative features fully based on CNNs, these methods also rely on some

specific forensic traces identified by carefully observing the synthetic images. Several

works found that synthetic images have distinguishable features in color space [84–86]

and achieved good generalization performance when testing on newly generated images.

Another golden rule that applies equally well to improving generalization performance

is considering frequency features [72, 87–93]. In fact, synthetic images tend to exhibit

clear traces of their origin in the Fourier domain due to the up-sampling operations

typical of the synthesis network. Even when such features are absent, synthetic images

differ significantly from natural images at medium-high frequencies. Zhang et al. [87]

proposed to simulate such artifacts by reconstructing the real images with a generator.

A detector can be trained using real images and reconstructed images that simulate the

fingerprints in the frequency without the need to actually generate synthetic images.

Tanaka et al. [89] proposed to first enhance the frequency information and feed it into

ResNet50 directly for detection. Moreover, Yu et al. [91] combined the color difference

and frequency information at the input of the CNN detector.

At an even higher semantic level, aiming at improving the detection results’ inter-
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pretability, some methods exploit the presence of semantic incongruence in the synthetic

images, such as, for instance, face asymmetries [94]. For instance, in [95] and [96], the

inconsistencies around the eyes were exploited for the detection. In [97], Chen et al. pro-

posed to use facial segmentations (including nose, mouth, eyes, face and background) as

network inputs and to fuse the results obtained on each segment with a multi-scale atten-

tion module. In [98], the authors presented a new CNN-based detector, called Gram-Net,

that leverages global image texture representations to improve the generalization and

robustness of GAN image detection.

Detection of images generated by diffusion models. In the last couple of years,

methods focusing on the detection of DM-generated images have started appearing, espe-

cially the generalization capability of the GAN-generated image detector to DM-generated

images. We point out that most of the literature in this area is very recent (published

less than one year ago), hence it has not been considered in the comparisons reported in

the first part of the thesis. The first studies tried to understand the difference between

the detection of GAN and DM images [99–101]. For instance, Ricker et al. [99] evaluated

the performance of the tools designed for GAN-generated images on images generated

by diffusion models and found that a detector trained on DM-generated images is cap-

able of detecting images from GANs, while the opposite is not true. Similarly, Corvi et

al. [100] studied the existence of artificial fingerprints in DM images and evaluated the

effectiveness of the GAN detector developed in [23] for the detection of DM images. They

demonstrated that detectors trained solely on GAN images perform poorly on DM images.

Including a DM model in the training phase can aid the detection of images generated

by similar DM architectures but not those generated by different architectures since they

usually have different fingerprint artifacts. This emphasizes that generalization remains

critical, even in the case of DMs. Epstein et al. [101] investigated the generalization

capability of detectors trained for DM detection and the impact of the architectures’ se-

lection by exploiting progressive training. The authors observed that integrating the LDM

during training leads to significant enhancements in the generalization to other types of

DMs. Overall, these methods confirm that DM-generated images exhibit distinguishable

features in the frequency domain compared to natural images. However, these patterns

differ from those observed in GAN-generated images, and it is hard to explain them using

CNN networks. Instead of taking advantage of CNNs, Bammey et al. [102] trained a

histogram-based gradient boosting tree classifier using 135 potential magnitude peaks of

Fourier coefficients of the high-pass residual of the image, which shows good robustness

against JPEG compression and generalization to unseen diffusion models. Finally, based

on the observation that diffusion-generated images can be approximately reconstructed

by a diffusion model while real images cannot, Wang et al. [103] proposed a method called

DIffusion Reconstruction Error (DIRE) that measures the error between an input image

and its reconstruction counterpart obtained with a pre-trained diffusion model.
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2.3.2 Detection and localization of AI-based manipulation

The methods mentioned in the previous section address the problem of detecting whether

an image has been generated by an AI model or not. In the case of AI-manipulated

images, where a part of a (natural) image is manipulated via AI, it is also interesting to

localize the manipulation, to support and explain the detection results. Nevertheless, the

development of methods for manipulation localization is a much more recent effort, so

only a few methods have been dedicated to this task.

A first technique focusing on the localization of manipulated regions was proposed

in [104], by taking paired facial landmarks images and face images as input. Huang et

al. [105] proposed a FakeLocator model to localize the texture artifacts introduced by

the up-sampling steps usually applied by GAN architectures, where a face parsing map

is utilized in the feature domain acting as an attention map. By focusing on a specific

task, i.e., face swapping, [106] proposed using discriminative feature maps extracted from

a facial expression recognition (FER) framework [107] to facilitate the classification and

segmentation tasks, which provides information about the facial regions that encode the

expression information. In [108], in addition to the input image, the network takes the

predefined average map of various manipulation masks as input, and estimates the weight

parameter that generates the manipulation attention map from the average manipulation

map. These methods exploit various additional information (such as landmarks and FER

features) to facilitate the localization tasks and enhance generalization. However, their

reliance on such features complicates their application to tasks other than in the face

domain.

An alternative approach has been proposed by Nguyen et al. in [109], with the pro-

posal of a multi-task learning approach to detect manipulated images while simultaneously

pinpointing the manipulated regions for each query, coupled with a reconstruction task.

Based on the binary classification, features in the latent space are split into two channels

(0 for real and 1 for fake) for the reconstruction and segmentation tasks. This approach

may be limited in its application to multi-class classification tasks due to the resulting

increase in latent space feature dimensions, leading to higher computational costs. The

Face X-ray method proposed in [110] analyzes the specific artifacts introduced when two

face images are blended and uses this information to guide the training of the detector.

Likewise, Zhao et al. [111] proposed a pair-wise self-consistency learning module to ex-

ploit the local irregularities in fake face videos. Again, these features are specific to facial

manipulations and cannot be used in other domains. Zhao et al. [112] presented a general

method that considers a multi-scale attention mechanism to improve the detection accur-

acy and identify the image region that mainly contributes to the detection of face images.

While the concept of detection and localization may seem straightforward, implementing

it across various tasks still requires significant effort.

2.4 Datasets and Evaluation Metrics

In this subsection, we summarize all the face datasets used in the thesis and define the

metrics we used to assess the performance. We first introduce the GAN detection dataset
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Table 2.1 – Datasets used for training and testing.

Datasets CelebA HQ FFHQ StyleGAN2 ProGAN StyleGAN3 Print&Scan

Class Pristine Pristine GAN GAN GAN Pristine,GAN

Training 63,000 27,000 90,000 - - -

Test 3,000 7,000 10,000 10,000 10,000 10,000, 10,000

(GDD), that we used for the task of synthetic image detection, and also for measuring their

generalization and robustness. Then, we present the portrait face manipulation dataset

(PFMD) and its extended version, named facial attribute editing datasets (FAED), that

we used for the experiments of classification of facial manipulation. Finally, we present

the synthetic image attribution dataset (SIAD) that we used for the task of synthetic

image attribution in open set.

2.4.1 GAN detection dataset (GDD)

The GDD is composed of images generated by ProGAN [4], StyleGAN2 [6] and StyleGAN3

[7]. As we pointed out in Section 2.2.1, despite the similar name, the architecture of

StyleGAN3 is very different from StyleGAN2 (which is similar to the original version

of the StyleGAN model), thus complicating the generalization of detectors trained on

StyleGAN2 to the case of synthetic images generated by StyleGAN3. More in detail, the

following datasets of faces were included in GDD (a summary of the datasets is provided

in Table 2.1):

• A collection of 100,000 real face images: 30,000 images are taken from the Large-

Scale CelebFaces Attributes High Quality (CelebA-HQ) dataset [4], while the re-

maining 70,000 images come from the Flickr-Faces-HQ (FFHQ) dataset [5] 3.

CelebA-HQ dataset is a large-scale face attributes dataset with more than 200K

celebrity images, each with 40 attribute annotations. CelebA contains a large quant-

ity of very diverse images, with rich annotations, including 10,177 identities, 202,599

face images, five landmark locations and 40 binary attribute annotations per image.

Its high-quality version, CelebA-HQ, with 30,000 high-resolution (1024 × 1024) im-

ages, was introduced in [4]. FFHQ comprises 70,000 high-quality PNG images with

a resolution of 1024×1024 pixels. It exhibits substantial variations in terms of age,

ethnicity, and image background, offering a diverse range of facial characteristics.

Additionally, the dataset includes a comprehensive selection of accessories such as

eyeglasses, sunglasses, hats, etc., ensuring comprehensive coverage of potential at-

tributes and features. We used 90,000 real images for training (5,000 of those are

left for validation), and 10,000 images for the tests. The same 3:7 proportion of

CelebA-HQ and FFHQ images were present in training and test datasets. There-

fore, among the images in the training set, 27,000 images come from CelebA-HQ

and 63,000 from FFHQ, while the test set consists of the remaining 3,000 CelebA-

3https://github.com/NVlabs/ffhq-dataset

https://github.com/NVlabs/ffhq-dataset
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Figure 2.5 – Real images from CelebA-HQ (Top) and FFHQ (Bottom) datasets.

HQ and 7,000 FFHQ images. Some examples of real images from the CelebA-HQ

and FFHQ datasets are shown in Figure 2.5.

• A dataset of StyleGAN2 fake images consisting of 100,000 images in total, out of

which 90,000 images were used to train the models (85,000 for training and 5,000

for validation), and 10,000 images for the tests. We used the officially released

code4 to generate synthetic faces with different generation parameters to increase

the diversity of the dataset. More specifically, we considered several values of the

truncation parameter of the network and generated 10,000 StyleGAN2 [6] faces for

each value in the set {0.3, 0.4, 0.5, 0.6, 0.65, 0.7, 0.75, 0.8, 0.9, 1}. Both the training

and test sets contain images generated with all the truncation parameters in equal

proportions.

• A collection of 10,000 images generated by ProGAN and 10,000 images generated

by StyleGAN3. We used this dataset for the generalization tests.

• A large-scale dataset of printed and scanned, pristine and GAN images, called VIP-

Print [17], consisting of 10,000 recaptured real (from the FFHQ dataset) and 10,000

recaptured GAN (StyleGAN2) images, obtained by printing the digital images and

then scanning them. More details can be found in [17]. The printing and scanning

operation can be used to hide the traces of image manipulation, then, arguably,

also the synthetic nature of images. In the following, we refer to this dataset as the

Print&Scan image dataset.

4https://github.com/NVlabs/stylegan2

https://github.com/NVlabs/stylegan2
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Table 2.2 – Portrait face image manipulation dataset used for the analysis. ’Low’ indicates

that the manipulation is performed with a reduced edit strength.

Edit types Purpose Low version Tools Remark

”none” Train&Test No PTI Reconstructed image (with no editing)

”Smile” Train&Test Yes InterfaceGAN Smile added or enhanced

”Not smile” Train&Test Yes InterfaceGAN Smile removed or reduced

”Young” Train&Test Yes InterfaceGAN Face is modified to appear younger

”Old” Train&Test Yes InterfaceGAN Face is modified to appear older

”surprised” Train&Test No StyleCLIP Face is modified to depict a surprised expression

”purple hair” Test No StyleCLIP Hair is modified to have a purple color

”angry” Test No StyleCLIP Face is modified to depict an angry expression

”taylor swift” Test No StyleCLIP
Face shape and features modified

to appear similar to Taylor Swift

”original” Training&Test No - The original (unedited) image

”reference” Training&Test No - Another image of the same face identity

Figure 2.6 – Examples of edited images in the portrait-style image dataset [14]. ’Low’

indicates that the manipulation is applied with a reduced edit strength.
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2.4.2 Portrait face manipulation dataset (PFMD)

The portrait-style image dataset includes edits applied to portrait-style frontal face images

and full-scene in-the wild images that may include multiple (i.e., more than one) face per

image [14]. To get the edited images, the latent code of real images with respect to the

generator [55] is extracted by means of Pivotal Tuning Inversion (PTI) [55]. Then, the

image attribute is manipulated by InterfaceGAN [11] and StyleCLIP [12] by using the

learned latent code and a target StyleGAN2 generator to achieve the desired modification

of the attribute.

The real images were sourced from the high-quality subset of the CelebA-HQ dataset

(see Section 2.4.1 for an introduction to this dataset). The dataset is split into two

partitions, that can be used for training and testing, for a total of 6,846 images and 7,644

images in the training and testing partitions, respectively. Only identities that appear

at least twice (i.e., there are at least two images of a given identity) in the CelebA-HQ

dataset were considered. Each sampled image in the training partition is manipulated to

produce five separate instances, in combination with the original image, a reconstructed

image with no editing and a different image of the same face identity as reference, for a

total of 8 image versions, original, reference, reconstructed, and 5 manipulations. The

testing partition includes the same types of manipulated attributes present in the training

partition. Besides, there are additional examples for the smile, not smile, young, and old,

labels produced with a lower editing strength. These images are referred to as ’Low’

versions, while the others - whose edit strength is matched with the training one - are

indicated as ’High’. In the testing partition, there are also three different types of editing

that are not present in the training partition, purple hair, angry and taylor swift. An

overall description of the dataset is given in Table 2.2. Examples of edited images for a

given portrait image are shown in Figure 2.6.

2.4.3 Facial attribute editing dataset (FAED)

The FAED is an extended version of PFMD that consists of 18 editing types (10 more ed-

ited facial attributes than the PFMD) obtained by using the same manipulation procedure

exploiting with PTI [55] to get the latent code, and InterfaceGAN [11] and StyleCLIP [12]

to do the manipulation of the attribute. This is a dataset we built ourselves to better eval-

uate the performance of the methods with a more large scale and rich dataset. Examples

of all the types of manipulations are shown in Figure 2.7.

More details on the manipulations are given in the following. In InterfaceGAN, the

latent code z of the image is edited by zedit = zI + αI · na, where na ∈ Rd is the unit

normal vector of a hyperplane orthogonal to the attribute direction, that separates the

space in two regions, for instance, smile and non-smile, and αI is a parameter controlling

the editing strength. For instance, in the old class, the higher the value of αI , the older

the person will look like. We edited the images with four editing types, smile, non-smile,

young and old. To evaluate the capability of classifying the same editing with various

editing strengths, the editing is applied with different αI values, ranging in the interval

[2, 5]. Figure 5.8 shows an example of smile and non-smile editing with different strengths.

On the other hand, StyleCLIP edits the latent code through a language description.
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Original

Haliry ClitonTaylor Swift Beyonce Trump Zuckerburg DeppAngry

Surprised Afro Purple hair Curly hair Mohawk Bobcut Bowlcut

None Smile Not smile Old Young

Figure 2.7 – Image examples of original, ’none’ and of the 18 attribute editing.

In this case, the latent code zI is further processed by three separate mapping functions

to generate residuals that are added to the latent code zI to yield the target code. Then

the generator decodes the target code and the manipulation is supervised by a CLIP loss

to the input text. In our work, we considered 14 semantic edits provided by StyleCLIP,

including Angry, Surprised, Afro, Purple hair, Curly hair, Mohawk, Bobcut, Bowlcut,

Taylor Swift, Beyonce, Hilary Clinton, Trump, Zuckerberg and Depp.

Overall, we took 2,933 images from the CelebA-HQ dataset and edited the images by

adding one of 18 attribute types by using InterfaceGAN and StyleCLIP, including 2,000

training, 200 validation and 733 test images. We left the images edited by InterfaceGAN

with αI = {2, 3} as a mismatched case to test the performance on unseen data (see in

Table 2.3).

For the experiments in Chapter 7, we considered an extended version of the FAED,

obtained by considering 3,000 additional real-face images from the CelebA-HQ dataset

per class, end editing them thus getting a total 5,933 edited images in 18 facial attributes.

In the following, we refer to this version as FAED v2.

2.4.4 Synthetic image attribution dataset (SIAD)

For the open-set synthetic image attribution task, we collected 10 generative architectures,

including including: i) GANs: BigGAN [113], BEGAN [114], ProGAN [4], StyleGAN2

[6], StarGANv2 [115], StyleGAN3 [7]; ii) diffusion models (DM): DDPM [10], Latent

Diffusion [46], LSGM [9]; and iii) transformers: Taming transformer [8]. We considered

the officially released models trained on FFHQ [5] and CelebA datasets [4], considering

different training strategies (for the case of StyleGAN2 and DDPM), different sampling

factors (for Latent Diffusion) and configuration parameters (StyleGAN3). Specifically,

for StyleGAN3, we considered the two released optimal configurations according to FID

scores, denoted as ”t” and ”r” [7], trained on different real-world datasets and at different
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Table 2.3 – Overview of the datasets we used in our experiments.

Table Parameter αI
Train&Validation&Test

=20,00&200&738
Edit facial attributes

PTI - Train&Validation&Test None (Reconstructed)

InterfaceGAN

5 Train&Validation&Test

Smile, Not smile, Old, Young
4 Train&Validation&Test

3 Test

2 Test

StyleCLIP - Train&Validation&Test

Expression: Angry, Surprised

Hair style: Afro, Purple hair, Curly hair,

Mohawk, Bobcut, Bowlcut

Identity change: Taylor swift, Beyonce,

Hilary clinton, Trump, Zuckerberg, Depp

BIGGAN DDPM Latent Diffusion BEGAN LSGM

StyleGAN3StarGANv2StyleGAN2ProGANTaming Transformers

Figure 2.8 – Examples of synthetic images from the 10 architectures considered for the

experiments in this chapter.

resolutions. For StyleGAN2, we utilized the best-performing configuration based on the

FID quality score, which is referred to as configuration ”f” [6]. For LSGM, Taming

transformers and Latent diffusion models, the resolutions of the images are 256 × 256,

while for StyleGAN models, the images are generated with both 256 × 256 and 1024×1024

resolution. For each architecture, we collected 50k images.

For the experiments in Chapter 7 a subset of 5 architectures is considered for the tests,

namely, StyleGAN2 [6], StyleGAN3 [7], Taming Transformer [8], Latent Diffusion [46] and

LSGM [9]. We refer to this dataset as SIAD. while the extended version of the dataset

with the 10 architectures, used in Chapter 8 and 9, is denoted to as SIAD v2.
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2.4.5 Evaluation metrics

We used Accuracy (ACC) to evaluate the performance of the detection and classification

systems in a closed-set scenario. Formally,

ACC =

∣∣ {x|x ∈ Dt, ŷ = y}
∣∣

|Dt|
, (2.5)

where ŷ and y are the predicted and ground truth label for sample x, | · | indicate the

cardinality of the set, and Dt is the test dataset. The Accuracy is measured using the

default threshold (τ = 0.5) resulting from the trained network, which is used to get the

decisions ŷ.

For the synthetic image detection task (binary task), we also plot the Receiver Oper-

ating Curve (ROC) and the Area Under this curve (AU-ROC). Formally, let the positive

(negative) event be the synthetic (pristine) class, we have the True Positive Rate TPR

and False Positive Rate (FPR) defined by

TPR(τ) =

∣∣ {x|x ∈ Dt,s ∧ p2 ≥ τ}
∣∣

|Dt,s|
,

FPR(τ) =

∣∣ {x|x ∈ Dt,r ∧ p2 ≥ τ}
∣∣

|Dt,r|
,

(2.6)

where p ∈ R2 is the network output probability vector, and p2 is the probability score

associated to the synthetic class, τ is the threshold, and Dt,r and Dt,s are the pristine and

synthetic image dataset respectively. In some cases, the threshold τ is set by fixing the

FPR to 5% and considering the probability of correct detection at the fixed FPR, indicated

as Pd@5%. The True Negative Rate (TNR) can be obtained as TNR = 1− FPR.

Open-set performance was evaluated in terms of the capability the system of rejecting

out-of-set class samples (often referred to as out-of-set detection performance) and also

the classification performance of the system measured on the in-set classes. Specifically,

we assessed the capability to distinguish between in-set and out-of-set class samples by

computing the receiver operating characteristic (ROC) curve and measuring the area

under the ROC (AU-ROC). In addition, we also measured the capability to retain and

correctly classify in-set samples. Following prior works [116–118], we consider the Open-

Set Classification Rate (OSCR) curve, and measure the area under this curve (AU-OSCR).

Formally, let Dk indicate the set of in-set test samples, and Du the set of out-of-set test

samples. Without loss of generality, we let the event that a sample is from an in-set class

be the positive event. The TPR and FPR are then defined as5,

TPR(ν) =

∣∣ {x|x ∈ Dk ∧ ξ ≥ ν}
∣∣

|Dk|
,

FPR(ν) =

∣∣ {x|x ∈ Du ∧ ξ ≥ ν}
∣∣

|Du|
,

(2.7)

5In the case of synthetic image detection, the positive class is the generated images, while in open-set

scenario, the positive is in-set classes.
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where ξ is the out-of-set (or rejection) score for sample x, and ν is the rejection threshold.

Then we define the Correct Classification Rate (CCR) as the ratio of samples from

known classes detected as in-set and correctly classified, that is,

CCR(ν) =

∣∣ {x|x ∈ Dk ∧ ξ ≥ ν ∧ ŷ = y}
∣∣

|Dk|
. (2.8)

While the ROC curve plots the TPR vs FPR values, the OSCR curve plots CCR vs

FPR, by varying the threshold ν.
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Chapter 3

Eyes-based Siamese Neural Network for the
Detection of GAN-generated Images

“The truth may be stretched thin, but it never breaks, and

it always surfaces above lies, as oil floats on water.”

Miguel de Cervantes Saavedra, Don Quixote

While DL-based detection methods show excellent performance when tested under

conditions similar to those considered for training, they often lack robustness and

generalization ability, as they fail to detect fake images that are generated by “unseen”

GAN models. A possibility to overcome this problem is to develop tools that rely on the

semantic attributes of the analyzed images. In this chapter, we present a semantic-based

method for the detection of GAN-synthesized face images that relies on the analysis

of inter-eye symmetries and inconsistencies, and resorts to the superior capabilities of

similarity learning, notably a Siamese Neural Network (SNN), to extract robust features

from the images. The proposed method relies on the observation that GANs have some

problems reproducing the symmetries between the eyes and then it is possible to look at

the presence of inconsistencies between the patterns in the left and right eyes to detect

if the image is real or fake. Specifically, two identical branches of an SNN are fed,

respectively, with the images of the right and left eye. The purpose of the two branches

is to extract high-level features characterizing the inter-eye similarity, that permit to

discriminate between real and synthetic pairs of eyes.

Previous work [95] considered inconsistent corneal specular highlights between two

eyes and compared pixel differences for the detection. However, due to the limitations

inherent in the corneal region identification process, the method in [95] lacks robustness

and generality, and eye localization can be successfully achieved only in easy cases (high

contrast and good illumination conditions in the eye region). In contrast, by resorting

to a simple bounding-box extraction procedure and exploiting the superior capabilities of

SNNs to learn discriminative features, the method we have developed is very general and

robust against several image post-processing operators, being capable of detecting fake

images also when they are generated by models other than those used for training.

This chapter is organized as follows: in Section 3.1, we describe the method we have

developed. Then, Section 3.2 details the methodology that we followed for the experi-

ments. The results of the experiments, including performance analysis, and evaluation of

generalization and robustness, are reported in Section 3.3.
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Pre-processing

Left eye

Right eye

Eye
detection
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Figure 3.1 – Siamese eyes-based detection of GAN-generated face images.

3.1 Eyes-Based Detection of GAN-Generated Face

Images

In this section, we describe the eyes-based GAN-generated face detector we have de-

veloped. As we mentioned, the goal of our method is to distinguish GAN images from

real images by exploiting dissimilarities and inconsistencies between the eyes in GAN-

synthesized faces. To address this binary decision problem, we resorted to an SNN ar-

chitecture to exploit the capabilities of this kind of structure to find similarities between

paired inputs. As a matter of fact, SNNs have been widely used in several related fields,

e.g. in the field of face verification [119,120], person re-identification [121,122], and even

object tracking [123, 124] with very good results. In addition, it has been shown in the

literature that, by relying on the similarity learning paradigm, in many cases, SNNs can

improve the generalization capability of the models since they tend to learn more robust

features [125–129].

A high-level description of an SNN architecture is given below. The SNN consists

of: i) two parallel identical CNN branches (with shared weights), consisting of a series of

convolutional layers, in charge of performing feature extraction; ii) a combination layer

fusing the feature vectors produced by the two branches; and iii) a Fully Connected (FC)

part in charge of making the final decision.

Figure 3.1 shows the scheme of the SSN-based eyes-based detector of GAN-generated

faces. The detector consists of three modules: a pre-processing module, the feature

extraction module, and the final classifier. These two last modules form the SNN. The

purpose of the pre-processing module is to localize the eyes within the face and extract

the two bounding boxes of the eyes that constitute the paired inputs of the SNN. More

specifically, we used the Dlib [130] face detector to locate the face, followed by a landmark

predictor that outputs 12 landmark points (6 feature points per eye) whose coordinates

indicate the locations of the left and right eyes. The bounding boxes of the left eye El

and right eye Er are cropped, exploiting the coordinates of the feature points of each eye.
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Then, the bounding boxes are paired and fed to the two branches of the feature extraction

module after resizing them to the same fixed size (the input network size). We denote

with xe = (El, Er) the input of the SNN.

The details of the various components of the SNN we used in our scheme are provided

in the following. The feature extraction branches are based on a modified version of

the XceptionNet architecture [131]. XceptionNet is a particular version of an Inception

network [132] that relies on a modified depthwise separable convolution. Such a network

has been proven to achieve very good performance for deepfake detection [22]. Inspired

by [133], in order to retain as much spatial information as possible (which is particularly

relevant in the presence of strong processing and JPEG compression), we removed the

sampling operation in the first convolutional layer of the network, setting the stride para-

meter to 1. In addition, following [134], we replaced the 1000-dim FC layer of the original

network with an FC layer of size 512. Then, the FC layer takes the 2048-dim feature

vector obtained by the final Global Average Pooling (GAP) layer of the convolutional

part as input and outputs a 512-dim feature vector. The parameters of the XceptionNet

that extract the features from the left and right eye are shared and are the same for the

two branches.

The 512-dim feature vectors extracted by the two branches, namely f(El) and f(Er),

are concatenated to produce a 1024-D feature vector f ′ = CAT (f(El)f(Er)), where CAT

denote the concatenation operation. To avoid overfitting, the concatenation is followed

by a dropout layer, where the nodes are dropped out with a probability of 0.5. The

output of the dropout layer is input to another FC layer with two output nodes (one for

each class). Finally, a softmax layer is applied to the output of the FC f ′′ to produce

the output probability vector, characterizing the probability that the input images are

real and GAN-generated, respectively. We denote with p1 the probability that the input

image has been generated by a GAN: the input is deemed to be a GAN-image if p1 > 0.5,

real otherwise. Without loss of generality, in the following, we refer to the GAN class as

the positive class and to the real class as the negative class.

3.2 Experimental Methodology

In this section, we discuss the datasets used for the experiments and report the setting

used to train the eyes-based GAN detection model. The choice of the state-of-the-art GAN

detection method considered for the comparison is also discussed. Finally, we introduce

the metrics used to evaluate the performance of the various models.

3.2.1 Training setting

The dataset we used in this chapter is GDD, including ProGAN, StyleGAN2, StyleGAN3

and Print&Scan subdatasets as described in Section 2.4.1. Training is performed consid-

ering only the StyleGAN2 model [6], while ProGAN [4] and StyleGAN3 [7] are considered,

in addition to StyleGAN2, to generate the images used for the tests.

The input size of the SSN branches is 66×100×3. We performed rescaling as a pre-

processing step on the bounding boxes of the eyes, resizing them to the network’s input
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size. We applied the same rescaling to the images during testing.

We trained the network using the Cross-Entropy (CE) loss function, with the Adam

optimizer [135], with default parameters (β1 = 0.9 and β2 = 0.999). The batch size was

set to 64. Training was performed with a constant learning rate of 0.0001 for 10 epochs.

During training, we employed strong augmentation techniques to enhance the model’s

robustness, including JPEG compression (quality factors from 40 to 100), flipping, scaling

(scale factors in the range [0.8, 1.3]), contrast and brightness adjustment, and Gaussian

blurring. These operations were applied with probabilities of 0.8, 0.1, 0.8, 0.8, and 0.2,

respectively. We initialized the parameters of the convolutional neural networks in the two

branches using the pre-trained weights on the ImageNet dataset [136]. We implemented

the system in a Python3 environment using the Tensorflow library [137], and we utilized

an NVIDIA GTX2080Ti GPU for both model training and testing.

3.2.2 Comparison with the state-of-the-art

To demonstrate the effectiveness of Siamese-based GAN-images detector, we compared

its performance with those of a method that was - at the time we developed our work - the

best performing state-of-the-art method for GAN detection, that is, the method in [16]

(see Section 2.3.1 for the details). The best results of this method are achieved by using

ResNet50 [138] as the backbone network. It comprises 50 layers and employs residual

connections to address the vanishing gradient problem. These connections enable the

network to learn residual mappings, facilitating the training of extremely deep models.

For the training details, we refer to [16]. When it was published, the method largely

outperformed previous methods, e.g., the method in [75] and [23]. We used the model

released by the author 1 to run the tests. In the following, we refer to this method as

ResNet50-NoDown.

As mentioned at the beginning of the chapter, a GAN detection technique that has

close ties with the approach we have developed is the method in [95], which, similarly to

our method, exploits eye clues to perform GAN image detection. [95] relies on statistical

hand-crafted features. Given that the performance of this detector is much lower than

those achieved by ResNet50-NoDown, this method was not considered in our comparisons

and its results are not reported in the following. In particular, we found that the method

in [95] suffers from the poor performance of the estimation of the corneal region, which

does not provide accurate localization of the eye region in many cases. With reference

to the datasets used in our experiments, accurate localization could be achieved only in

29% of the CelebA-HQ test images, 48% of FFHQ, and 55% of StyleGAN2.

3.2.3 Metrics

With regard to the metrics used for performance evaluation, we considered the TPR and

the FPR, where we remind that a positive event indicates that the input image is a GAN

(label 1, p1 > 0.5), while a negative event refers to real images (label 0, p1 < 0.5). We also

report the AU-ROC of the classification, measuring the discrimination capabilities of the

1https://github.com/grip-unina/GANimageDetection

https://github.com/grip-unina/GANimageDetection
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method and providing an indication of the best performance that can be achieved on the

test set by adjusting the decision threshold, as well as Pd@5% for more practical measure.

Specifically, we used the pristine images in the validation set (5,000 images) to set the

threshold of the SNN-based detector, by fixing the FPR at 5%. The detection performance

then were evaluated on the test set using this threshold. Both raw (uncompressed) images

and JPEG compressed images were considered to determine the threshold and to get a

general operating point for the detector. More specifically, the 5,000 images in the pristine

validation set were compressed with quality factors {70, 80, 90, 100}, for a total of 25,000

images used to set the threshold.

3.3 Experimental Results

3.3.1 Performance analysis, generalization and robustness

Table 3.1 – TPR/TNR (%), AU-ROC (%) and Pd@5% (%) of the developed method

and the ResNet50-NoDown on unprocessed images. Tests are carried out in matched

(StyleGAN2) and mismatched (ProGAN and StyleGAN3) conditions. Values in brackets

indicate the FPR on the test set using the Pd@5% threshold set on the validation set.

Processing type

ResNet50-NoDown Prop.

TPR/TNR AU-ROC Pd@5% (FPR) TPR/TNR AU-ROC Pd@5% (FPR)

StyleGAN2 100/100 100 100 (0) 100/100 100 100 (2.7)

ProGAN 100/100 100 100 (0) 87.2/100 99.7 97.2 (2.7)

StyleGAN3 1.1/100 100 28.0 (0) 84.4/100 99.6 96.7 (2.7)

Table 3.1 reports the results of the our method in matched and mismatched dataset

conditions, where the TNR/TPR, the AU-ROC, and the Pd@5% are reported for both

the developed and ResNet50-NoDown methods. As shown in Table 2.1, we considered

different mismatched generated images (ProGAN and StyleGAN3) for the generalization

tests. For the Pd@5%, the FPR measured on the test set is also reported among brackets.

Since the TNR refers to the pristine class, the TNR values are the same in all the columns.

Both methods achieve perfect detection results on StyleGAN2 (TPR = 100%). The

SSN achieves the best overall generalization results. In particular, without threshold

adjustment, it achieves TPR = 84.4% on StyleGAN3 and TPR = 87.2% on ProGAN. The

ResNet50-NoDown detector achieves perfect results on ProGAN (with a gain of 12.8%

in TPR with respect to our method). However, it does not generalize to StyleGAN3, in

which case TPR = 1.1%, even if the AU-ROC is good. The Pd@5% is also poor, being

equal to 28.0%. These results indicate that the ResNet50-NoDown method can not work

on StyleGAN3 without re-calibrating it on StyleGAN3 images.

In Figure 3.2, we show the distribution of the image features of the various datasets for

the developed method. Dimensionality reduction is performed to a 2-dim space by means

of t-distributed Stochastic Neighbor Embedding (t-SNE) [139] and Uniform Manifold Ap-

proximation and Projection (UMAP) [140] technique (left and right plots, respectively).
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Figure 3.2 – Feature space distribution of the eye-based method for each dataset using

T-SNE and UMAP reduction algorithms. 2,000 images per dataset have been considered.

The separability of the pristine and GAN classes is good, with only some overlap between

the pristine and the StyleGAN3 images, which were not considered for training. Interest-

ingly, StyleGAN2 and StyleGAN3 images are clustered separately, both with the T-SNE

and UMAP reduction techniques, while the distribution of ProGAN overlaps with them.

This is consistent with the quality of the generated images, with ProGAN having the

worst image quality, StyleGAN3 the best, and StyleGAN2 lies somewhere in the middle.

As expected, the pristine images from FFHQ and CelebA-HQ are clustered together.

Figure 3.3 shows some examples of attention maps obtained for the developed method

with the Gradient Class Activation Map (GradCAM) algorithm, which is a method for

the extraction of maps highlighting the regions of the image that impact most on the

decision of the network (see [15]). The activation maps reveal that the Siamese network

looks at the eye region of the bounding boxes to make the decision, in particular, we see

that the attention focuses on the iris region of the eyes.

The performance in the presence of processing, that is, when the real and fake images

are subject to post-processing operations, are reported in Tables 3.2 (matched test condi-

tions) and 3.3 (mismatched test conditions), in terms of TNR, TPR and AU-ROC, and in

Table 3.4, in terms of Pd@5%, for several types of processing and processing strength. For

the case of Gaussian noise addition, the parameter we report in the table is the variance

of the noise. For the resizing, we report the scale factor used for the rescaling operation.

For the case of Gaussian blurring, the parameters refer to the size of the Gaussian kernel,

while for median filtering, it refers to the window size. Finally, for contrast enhancement,

the image contrast is increased by a factor of 1.5. All these processing operations corres-

pond to global manipulations of the image since they affect all the pixels of the image.

Local manipulations are considered in Section 3.3.2.

Looking at the AU-ROC results and the Pd@5%, we see that both our method and

ResNet50-NoDown are robust against processing, in particular, JPEG compression, resiz-
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Figure 3.3 – GradCAM visualization for the developed detector. From top to bottom row:

FFHQ, CelebA-HQ, StyleGAN2, ProGAN and StyleGAN3. 3 sample pairs are visualized

in each row (left and right eyes).

ing, filtering, blurring and contrast adjustment. In particular, these experiments confirm

the same trend, with the ResNet50-NoDown that outperforms the developed method on

ProGAN, with an improvement of a few percent in many cases (and less than 10% in all

the cases), but does not generalize to StyleGAN3, where the developed methods provides

much better results. Both methods suffer from Gaussian noise addition. Given that noise

addition has been considered to train the ResNet50-NoDown model, but not to train the

SNN, it is not surprising that the performance with respect to this type of processing for

the developed method is lower.

3.3.2 Other results

A noticeable strength of the eyes-based GAN detector is that it relies on semantic inform-

ation for the discrimination. This is not the case with the ResNet50-NoDown method,

which bases its decision on features automatically extracted by the network from the en-

tire image. Figure 3.4 (top row) shows some examples of attention maps obtained with

the GradCAM algorithm [15] for ResNet50-NoDown. As is often the case with self-learned

CNN architectures, the regions highlighted by the maps - that mostly affect the decision

- are many and spread over the whole image, also lying in the background, confirming

the lack of explainability of fully-CNN-based solutions. Due to this behavior, we expect

an advantage of the developed method in the presence of local manipulations, e.g., in the

GAN splicing scenario, when the GAN object (the face, in this case) is pasted on a real

background.
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Table 3.2 – TPR/TNR (%) and AU-ROC (%) of the developed method and ResNet50-

NoDown under various image processing operations. Tests are carried out in matched

(StyleGAN2) conditions.

Processing type

StyleGAN2

ResNet50-NoDown Prop.

TPR/TNR AU-ROC TPR/TNR AU-ROC

JPEG100 100/100 100 100/100 100

JPEG90 100/100 100 100/100 100

JPEG80 100/100 100 100/100 100

JPEG70 100/100 100 100/100 100

Gaussian Noise 70.2/74.0 70.8 41.1/90.0 84.6

Resize- 2 100/100 99.8 99.3/100 100

Resize- 1.3 100/100 99.8 100/100 100

Resize - 0.5 92.1/100 97.0 100/99.2 100

Gaussian blur- 3×3 100/100 99.9 100/99.3 100

Gaussian blur -5×5 100/100 99.9 100/99.3 100

Median filter -3× 3 88.1/100 65.0 99.0/99.1 100

Contrast enhance - 1.5 99.9/100 100 96.1/98.4 99.7

Table 3.3 – TPR/TNR (%) and AU-ROC (%) of the developed method and ResNet50-

NoDown under various image processing operations. Tests are carried out in mismatched

(ProGAN and StyleGAN3) conditions.

Processing type

ProGAN StyleGAN3

ResNet50-NoDown Prop. ResNet50-NoDown Prop.

TPR/TNR AU-ROC TPR/TNR AU-ROC TPR/TNR AU-ROC TPR/TNR AU-ROC

JPEG100 100/100 100 82.0/100 99.6 1.9100 100 79.3/100 99.5

JPEG90 99.4/100 100 69.1/100 98.7 2.1/100 100 69.0/100 98.8

JPEG80 94.3/100 100 55.8/100 97.0 10.0/100 99.6 61.1/100 97.7

JPEG70 92.1/100 100 47.4/100 94.6 10.1/100 97.6 55.2/100 96.3

Gaussian Noise 71.3/74.0 80.4 14.0/90.0 69.9 55.1/74.0 70.8 8/90.0 46.6

Resize- 2 100/100 100 85.4/100 99.6 1/100 99.8 84.2/100 99.9

Resize- 1.3 100/100 100 85.8/100 99.7 1/100 99.8 83.3/100 99.6

Resize - 0.5 100/100 100 85.4/99.2 99.4 3.1/100 97.0 71.2/99.2 98.3

Gaussian blur- 3×3 100/100 100 72.2/99.3 98.6 5.4/100 99.9 73.3/99.3 98.6

Gaussian blur -5×5 100/100 100 63.1/99.3 96.9 8.9/100 99.9 65.0/99.3 97.2

Median filter -3× 3 99.1/100 100 74.4/99.1 97.9 9.3/100 84.0 35.2/99.1 91.4

Contrast enhance-1.5 100/80.4 100 60.4/98.4 96.5 0.01/100 94.3 53.7/98.4 94.7
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Table 3.4 – Pd@5% (FPR) for the developed method and the ResNet50-NoDown under

various image processing operations. The FPR (%) measured on the test set is repor-

ted among brackets. Tests are carried out in matched (StyleGAN2) and mismatched

(ProGAN and StyleGAN3) conditions.

Processing type

StyleGAN2 ProGAN StyleGAN3

ResNet50-NoDown Prop. ResNet50-NoDown Prop. ResNet50-NoDown Prop.

JPEG100 100 (0) 100 (2.7) 100 (0) 96.3 (2.7) 14.0 (0) 96.1 (2.7)

JPEG90 100 (0) 100 (3.6) 100 (0) 92.0 (3.6) 96.2 (0) 93.3 (3.6)

JPEG80 100 (4.1) 100 (5.9) 100 (4.1) 85.4 (5.9) 98.1 (4.1) 89.4 (5.9)

JPEG70 100 (18.7) 100 (8.0) 100 (18.7) 79.1 (8.0) 100 (18.7) 87.4 (8.0)

Gaussian Noise 0.01 94.2 (54.7) 61.1 (12.8) 93.4 (54/7) 25.2 (12.8) 88.2 (54.7) 2 (12.8)

Resize - 2 100 (0) 100 (3.0) 100 (0) 97.3 (3.0) 26.0 (0) 97.2 (3.0)

Resize - 1.3 100 (0) 100 (2.6) 100 (0) 97.2 (2.6) 23.0 (0) 97.3 (2.6)

Resize - 0.5 99.2 (0) 100 (6.1) 99.2 (0) 98.3 (6.1) 25.0 (0) 94.4 (6.1)

Gaussian blur- 3×3 100 (0) 100 (6.0) 100 (0) 93.3 (6.0) 55.4 (0) 94.3 (6.0)

Gaussian blur - 5×5 100 (0) 100 (9.0) 100 (0) 90.1 (9.0) 67.3 (0) 92.2 (9.0)

Median filter - 3×3 100 (21.1) 100 (9.3) 100 (21.1) 93.1 (9.3) 79.3 (21.1) 72.3 (9.3)

Contrast enhance - 1.5 100 (0) 100 (13.8) 100 (0) 93.2 (13.8) 10.0 (0) 89.2 (13.8)

Performance in the Presence of GAN Splicing

CelebA-HQ FFHQ StyleGAN2 StyleGAN3ProGAN

Figure 3.4 – GradCAM [15] visualization for ResNet50-NoDown [16] before (top) and

after (bottom) image splicing.

To run some tests in the image spicing scenario, we generated a number of forged

images for the case of real and synthetic faces by cutting the foreground person from

the image and pasting it on a real background. A total of 30 GAN spliced images for

each GAN type (StyleGAN2, ProGAN and StyleGAN3) and 30 real spliced images are
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Table 3.5 – Results in terms of Pd@5% (FPR %) achieved on spliced images. The FPR

(%) measured on the test set is reported among brackets.

Datasets StyleGAN2 ProGAN StyleGAN3

TNR/TPR TNR/TPR TNR/TPR

ResNet50-NoDown 100 (0) 90 (0) 3 (0)

Prop. 100 (0) 97 (0) 100 (0)

Figure 3.5 – Example of splicing operation in FFHQ dataset (top), StyleGAN2 (middle)

and StyleGAN3 (bottom), respectively. From left to right: original image, real back-

ground, spliced image.

obtained in this way. An example of a local GAN spliced image is illustrated in Figure

3.5. Some examples of attention maps for ResNet50-NoDown obtained by running the

GradCAM algorithm on the spliced images are provided in Figure 3.4 (bottom row).

The results of the tests are provided in Table 3.5, where we report the Pd@5% obtained
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using the same threshold as before, set on the validation set. Obviously, the performance

of the developed method is not affected by the splicing operations, given that the eye

region remains the same. Regarding the performance of ResNet50-NoDown, we observe

that, although the evidence that can be found in the foreground is enough for the method

to perform correct discrimination in the StyleGAN2 case (that is when the pasted fore-

ground corresponds to a StyleGAN2 face), the presence of the real background affects

the generalization performance. In the case of StyleGAN3, for which the performance

is already poor in the non-splicing case, the method gets Pd@5% = 3% on GAN-spliced

images. In the ProGAN case, the Pd@5% decreases by 10%.

Performance on Print&Scan Images

Figure 3.6 – Examples of StyleGAN2 images from the Print&Scan image dataset [17]

(top), and corresponding digital images (bottom).

We also run some tests on the Print&Scan dataset in order to investigate the robustness

of the developed method to the rebroadcast operation and assess whether the features

the detectors look at survive recapturing. The developed method is based on semantic

attributes (eye clues), and we expect better robustness against recapturing than for state-

of-the-art methods based on features automatically learned from the full images. Some

examples of recaptured GAN and real images from the Print&Scan dataset, alongside

the original digital versions, are reported in Figure 3.6. We can see a noticeable quality

degradation in the recaptured images. In particular, noisy textures are visible, and the
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Figure 3.7 – Performance (AU-ROC) on the Print&Scan image dataset: the developed

SNN-modifiedXceptionNet (left) and ResNet50-NoDown (right).

colors are changed.

The ROC curve of the eyes-based method and ResNet50-NoDown on the Print&Scan

image dataset are reported in Figure 3.7. We see that the developed method maintains

some discrimination capability. In particular, using the same threshold fixed on the

validation set for digital images, we get Pd@5% = 76% with an FPR = 22%, which

is a good result given the significant difference in the test image domain in this case.

Adjusting the threshold on recaptured data helps to improve the performance of the

detector by 4% in the Pd@5% for the same FPR. Given that the Print&Scan dataset [17]

is very challenging and recapturing attacks are powerful attacks, the results achieved by

the developed method are good ones. From Figure 3.7 (right), we see that the recapturing

operation destroys the (weak) features that the ResNet50-NoDown method looks at, and

no discrimination between real and fake images can be obtained by using this network,

the AU-ROC being around 61.6%.

Table 3.6 – Performance comparison among different backbone architectures.

Architectures
StyleGAN2 ProGAN StyleGAN3

TNR/TPR (%) AU-ROC (%) TNR/TPR (%) AU-ROC (%) TNR/TPR (%) AU-ROC (%)

Xception [75] 100/100 100 100/21.0 93.0 100/16.0 85.8

SNN-Xception 100/100 100 100/43.0 96.0 100/73.0 99.0

SNN-modifiedXception 100/100 100 100/62.0 98.7 100/80.0 99.3

SNN-modifiedResNet50 90.2/100 100 90.2/30.1 69.0 90.2/90.0 96.5
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3.3.3 Ablation study

In Table 3.6, we report the performance of the eyes-based detector when different architec-

tures are considered to implement the two branches of the SNN, including a comparison

with the standard XceptionNet trained on the entire image [75]. This table shows that the

SNN with the modified XceptionNet corresponds to the best choice, getting better results

than the standard XceptionNet. Moreover, better results are achieved using Xception-

Net as the backbone, with respect to ResNet50, that is, the network considered in [16].

Interestingly, all the models get a TPR of 100% on StyleGAN2 images (the TNR is also

100%), and the difference among the trained models can be appreciated only by looking

at the results obtained on ProGAN and StyleGAN3 images, that is, at the generalization

performance. In particular, the SNN with the modified version of XceptionNet (best

choice) improves the generalization on ProGAN and StyleGAN3 images by 39% and 64%

in terms of TPR, with respect to the standard XceptionNet model trained on the entire

image. These results justify the choice of the modified XceptionNet as the backbone

network for the two convolutional branches of the SNN.

3.4 Summary

In this chapter, we have described a semantic-based method for GAN-generated face im-

age detection that reveals the synthetic nature of a face image based on the analysis of

eye clues, exploiting the similarity learning paradigm and SNNs. The method relies on

the assumption that GANs cannot reproduce properly. Inter-eye symmetries. The SNN

is implemented by considering a modified XceptionNet as the backbone. Our experi-

ments showed good performance of the method with respect to both generalizations to

different GAN architectures (from StyleGAN2 to ProGAN and StyleGAN3) and robust-

ness against image processing in both digital domain (noise, JPEG compression, blur,

etc. and cut&paste manipulation) and physical domain (Print&Scan). The benefits of

the method for cut&paste and Print&Scan processing shows exemplify the advantages of

relying on semantic artefacts, for real-world applications. For instance, the robustness

against cut&paste operations suggests that the system has the potential to address emer-

ging photo editing tools like Adobe Firefly, which manipulate and fill parts of the images

with generated faces. Of course, the adaptability can be improved by fusing multi-level

semantic features.
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Chapter 4

A Hybrid Architecture for
the Classification and Localization of GAN-
generated Images with Improved Robustness
and Generalization Capabilities

When the flood submerges the whole country, no raindrop may feel responsible.

( ”Finally things had lost their weightiness” ).

Erik Pevernagie

I
n addition to AI-synthesized image detection, image manipulations that change the

contents of images and make them convey incorrect or misleading information have

caught researchers’ attention for decades [141]. These partially content-changed images

can be used for unethical and illegal purposes. The raw image can be altered either in

parts or as a whole, necessitating the detection of the type of tampering performed and

the localization of the tampered region. In this chapter, we present a hybrid architecture

for the classification and localization of AI-manipulated images, wherein localization is

used to aid the classification task, by forcing the network to focus on the parts of the

image that are the most relevant for the classification task1(i.e., the manipulated region).

A standard convolutional architecture is used to extract the features that are relev-

ant to the classification task. The features extracted by the convolutional layers are also

used to drive a Fully Convolutional Network (FCN) module in charge of localizing the

manipulated image region. One of the main findings of this work, in fact, is that adding

a localization task on top of the feature extraction layers has a positive effect on classi-

fication accuracy, even if localization is not very accurate. That is, asking the network

to localize the manipulation acts as a kind of attention mechanism that somehow forces

the feature extraction layers to focus on the most relevant parts of the image. It turns

out that this has a positive effect on the generalization capabilities and on the robustness

against image processing operations.

Specifically, we exploited the designed architecture to address the detection of GAN-

generated images of climate change and, in particular, the detection of GAN-generated

flood images. It is worth pointing out that the domain of weather images is relevant for

manipulation detection. In fact, the risk exists that climate-sensitive synthetic images

are used maliciously or exploited within organized disinformation campaigns. The devel-

1Being the detection task a particular classification task, where only two classes are involved, we refer

more in general to classification
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Figure 4.1 – Overview of the designed hybrid architecture for simultaneous classification

and localization. The figure exemplifies a case of binary classification where the GAN

image corresponds to a fake flood image, and the mask highlights the water region.

opment of techniques capable of distinguishing natural and generated weather images is

then of paramount importance.

The rest of the chapter is organized as follows. A general description of the hybrid

classification and localization architecture is given in Section 4.1. In Section 4.2, we first

describe the application of the hybrid architecture to the detection of GAN-generated

flood images. In Section 4.3, we conclude the chapter with some final remarks.

4.1 The Hybrid Architecture

In this section, we present a hybrid architecture for the classification and localization

of manipulated images. Given a forged image x, with x ∈ RH×W×3, the goal of our

system is to associate to x a label y and a mask IM , where the mask IM indicates the

pixels where the image has been manipulated (pixels for which IM = 1 indicate the

manipulated areas)2. As we said, the main intuition behind our work is that asking

the network to localize the manipulated areas also helps the classification process since,

during training, we can instruct the network to focus on the image areas that have most

likely been manipulated. We also expect that our approach will improve the network’s

generalization capability.

The overall architecture of the method is shown in Figure 4.1. For simplicity, the

figure exemplifies a case of binary classification (the GAN image corresponds to a fake

flood image, and the mask highlights the water region). The details of each part of the

architecture consists of are provided in the following.

2In the thesis, we generally use y to denote the GT label of input samples. Depending on the system

and classification framework, y may denote either the class index or correspond to the one-hot encoding

of the class.
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Given an image x, we pass it through the ResNet50 network to extract a set of repres-

entative features F to be used for both classification and localization. More specifically,

the network starts with a convolutional layer with a kernel size of 7 × 7 and 64 different

kernels all with a stride of 2, followed by a max-pooling layer. Then, we have four mod-

ules combining the convolutional block (ResBlock1) and the identity blocks (ResBlock2).

Each module consists of one convolutional block and n identity blocks represented by ×n
in Figure 4.1 (i.e., ×2 indicates two identity blocks). For each block, there are two basic

parameters: the number of kernels and the stride s used in the first convolutional layer.

Down-sampling is applied when s = 2. Afterwards, the semantic features extracted by

the ResNet50 backbone are exploited for the classification and localization tasks. Spe-

cifically, for the localization task, we consider an FCN [142]. FCNs have been used mainly

for semantic segmentation. As indicated by the name, they solely employ locally connec-

ted layers, such as convolution, pooling and upsampling, avoiding the use of dense layers.

Back to our work, the localization masks IM is obtained by using two convolutional layers

and a sigmoid function layer. At the same time, the representative features F are sent to

an AveragePool layer and an FC layer in charge of distinguishing GAN and real images.

As to training, we rely on two loss functions, one associated with the classification task

and one with the localization task. The classification loss is defined as:

Lcls =
1

Nt

Nt∑
i=1

C∑
j=1

yi,j log(pi,j), (4.1)

where the sum is extended to all the Nt images in the training set, C is the number of

classes (C = 2 in this case), yi is the ground truth, one-hot-encoding, vector associated

to xi, where yi,j = 1 if xi belongs to class j, 0 otherwise, and pi = (pi,1, ..., pi,C) is the

soft output vector of the network in correspondence of xi. Similarly, the localization loss

is defined as

Lloc =
1

Nt ×H ×W

Nt∑
i=1

H×W∑
j=1

IGi,j
log(IMi,j

) + (1− IGi,j
) log(1− IMi,j

), (4.2)

where IMi ∈ RH×W is the estimated manipulation binary mask for the test image xi,

IMi,j the value assumed by the map in correspondence of the j-th pixel, while IGi the

corresponding ground-truth mask. Eventually, the total loss used to train the model is a

weighted sum of the above two losses, namely:

L = λcls · Lcls + λloc · Lloc, (4.3)

where λcls and λloc are set in such a way to balance the importance of the two loss terms.

4.2 Detection of GAN-generated Flood Images

Climate change is one of the most serious threats to humankind and one of the hardest

challenges our society will have to face within the coming years. Climate change exacer-

bates flooding by increasing the frequency and intensity of heavy rainfall, accelerating sea
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level rise, and intensifying storm surges. These factors lead to more frequent and severe

floods, causing extensive damage to infrastructure, ecosystems, and human communities.

The visualization of the effects of climate change can play a major role in developing new

analysis techniques and raising public awareness. They can engage and inform the pub-

lic about the immediate and long-term risks posed by climate change-induced flooding,

encouraging community preparedness and support for mitigation efforts. For this reason,

several works have been proposed to generate weather-sensitive images using GAN net-

works. For instance, [143] proposes a semi-supervised method to generate outdoor images

with arbitrary weather conditions at arbitrary times and locations. In [144], a method

is proposed to generate outdoor scene images for transient attribute estimation. To aug-

ment the diversity of weather images used to train self-driving vehicles, [145] proposed

a method to synthesize images with adverse snowy conditions. [146] proposed weather

GAN (WeaGAN), a GAN architecture capable of translating the weather of an image

across multiple domains, while [18] proposed a ClimateGAN architecture to generate

extreme flood street view images. Though, initially, the purpose of these works was to

promote research and raise awareness of the importance of climate change, the risk exists

that climate-sensitive synthetic images are used maliciously or exploited within organ-

ized disinformation campaigns. Given that all the flood images are manipulated based

on real images, it would be very helpful to not only determine whether an image is real

or fake but also pinpoint the specific areas of manipulation. This approach allows for a

deeper understanding of the modifications made and enhances the reliability of detection

methods. Highlighting the manipulated regions can provide visual evidence of tampering,

aiding in forensic analysis and raising public awareness about the authenticity of images,

especially in the context of critical issues like climate change and flooding.

In this chapter, we focus on the detection of synthetic flood images generated by the

ClimateGAN network in [18]. To the best of our knowledge, this is the first work focusing

on the detection of GAN-manipulated flood images.

4.2.1 Dataset construction

The first step towards the development of a model for the detection of fake flood images

is the construction of a large dataset of both synthetic and natural flood images. In this

section, we describe the details of the datasets we have built to train and test our system.

Natural Flood Images. With regard to natural flood images, we relied on two pub-

lic datasets. The first one is the Roadway Flooding Image (RWFI) dataset [147],

consisting of 441 images with different scenes from urban, suburban and natural settings.

The images are all the same size equal to 385×512. Mask images of flooded areas are also

available. We used this dataset for training. The second dataset is the WSOC Flood

Image dataset [148]. This dataset contains 490 real flood images gathered from Twitter

and online news using ”floods” as the keyword for the search query. 439 of such images

are also accompanied by a binary mask image identifying the flooded areas. We used

these 439 flood images to test the generalization capability of the proposed detector.
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Figure 4.2 – Overall view of ClimateGAN architecture [18].

GAN-generated Flood Images. We collected the synthetic flood images by relying

on the ClimateGAN network described in [18]. ClimateGAN is an architecture for image-

to-image translation whose goal is to produce images with extreme flooding conditions

from street images. The goal is to raise the public’s attention on climate change. As

shown in Figure 4.2, the ClimateGAN consists of two main parts: a Masker, whose

goal is to predict which part of the image would be covered by water in case of a flood,

and a Painter, in charge of rendering the flooded areas with water texture fitting the

surrounding context. More specifically, a street input image x is transformed into a high-

level representation z by using an encoder Ez. A mask image is then estimated by the

Mask decoder Dm based on the representation zr. At the same time, an additional depth

information map and a semantic map are built and incorporated into the Mask prediction

stage by training a depth map decoder De and a segmentation decoder Ds jointly with

the Mask-building network. Afterwards, the input image is masked by the estimated

mask image, and the conditional Painter network Dp is trained to add water in the area

indicated by the mask.

By using the pre-trained ClimateGAN model released by the authors of [18]3, we built

three synthetic flood image datasets by using diverse street images. Specifically, we first

created 3,900 GAN flood images (hereafter referred to as StreetG dataset), starting from

the Cityscapes [149] and Kitti [150] video datasets described in [151]. For each video, we

took a frame every 60 frames and used the central cropped area of size 512 × 512 as input

of the ClimateGAN. We also built two additional small ClimateGAN datasets, namely

the WebG132 and WebG504 datasets, to validate the generalization capability of the

proposed detector. The street view images used to build these datasets were collected from

the Internet by using Mapillary4. More specifically, WebG132 contains 132 ClimateGAN

3https://github.com/cc-ai/climategan
4https://www.mapillary.com

https://github.com/cc-ai/climategan
https://www.mapillary.com


i
i

i
i

i
i

i
i

52 4. A Hybrid Architecture for Classification and Localization of GAN-generated Image

Figure 4: Real flood images. Top: WSOC; Bottom: RWFI.

Original Flooding Original Flooding Original Flooding

Figure 5: GAN generated flood images. Top: StreetG; Middle: WebG132; Bottom:
WebG504.

Table 2: Results (%) on non-processed images for different datasets.

WSOC StreetG WebG132 WebG504
Methods TNR% TPR% AUC% TPR% AUC% TPR% AUC%
Xception 96.8 98.0 99.5 37.9 84.3 57.7 91.8
ResNet50 95.0 98.6 99.4 47.0 84.0 64.9 91.5
Xception + mask (CAT) 94.5 86.4 96.6 41.7 75.5 65.9 89.2
Xception + mask (MUL) 96.8 97.5 99.5 65.1 95.9 73.4 96.9
ResNet50 + mask (CAT) 92.0 99.6 98.7 47.0 83.0 60.5 88.6
ResNet50 + mask (MUL) 95.2 98.3 99.3 70.5 96.1 79.2 96.7
ResNet50 hyb 98.0 100 100 93.4 99.0 95.4 98.9
Methods bPA bPA IoU bPA IoU bPA IoU
ResNet50 hyb 98.6 96.1 92.0 84.4 62.5 87.9 71.2

Figure 4.3 – Real flood images. Top: WSOC; Bottom: RWFI.

Original Flooding Original Flooding Original Flooding

Figure 4.4 – Synthetic, GAN-generated, flood images. Top: StreetG; Middle: WebG132;

Bottom: WebG504.

flood images built as StreetG. WebG504 is an extended version of WebG132 built by

resizing the input images rather than cropping. WebG504 consists of 504 GAN flood

images.

Some examples of real and fake images contained in the datasets described above

are given in Figure 4.3 and 4.4. Table 4.1 provides a summary of the datasets used in

this chapter, along with details on how they were utilized for training and testing the

developed system. The ClimateGAN image datasets split in training and testing subsets

are available at the link5.

5Manipulated flood image dataset

https://drive.google.com/drive/folders/12Qd1-T8J0jCwYYqiOoARsahyElB--Jai?usp=sharing


i
i

i
i

i
i

i
i

4.2. Detection of GAN-generated Flood Images 53

Table 4.1 – Overview of the datasets used to train and test the synthetic flood images

detector.

Datasets Number of images Used in Type Source Size

RWFI 441 Train&Test Real [147] 385×512

WSOC 439 Test Real [148]
From 158×118

to 900×1200

StreetG 3,900 Train&Test GAN
Kitti and CityScapes

video datasets
512×512

WebG132 132 Test GAN Collected from Internet 512×512

WebG504 504 Test GAN Collected from Internet 512×512

4.2.2 Experimental setting

Baseline Methods. To prove the effectiveness of our method, we selected two popular

deep neural networks, namely Xception and ResNet50, which have been proven to be

effective for several forgery detection applications (see, for instance, [151] and [16]). We

considered various training strategies. We trained an Xception and ResNet50 model as

standard binary detectors to decide if the input image has been generated by ClimateGAN

or not. In the ResNet50 case, the architecture coincides with the classification branch of

the hybrid architecture. We also trained four models by using an additional mask image

as input to guide the attention of the network toward water regions. In detail, two models

referred to with the label MUL, take the image x as input and multiply it by a binary mask

indicating the water regions. The other two models, referred to by the label CAT, take a

4-channel image as input, with the fourth band containing a binary mask highlighting the

water areas. The performance obtained by the above networks was compared with the

detection performance of the hybrid architecture, hereafter referred to as HybCls&Loc.

It is worth stressing that, in contrast to the networks taking as an additional input the

mask with the water regions, our method does not need such information. In fact, we

force the network to look at the water regions indirectly, by asking the network to localize

the manipulated areas.

Implementation Details. All the models were trained from scratch with the same

configuration for 30 epochs. For the optimization, we used the Adam optimizer with a

learning rate of 0.0001 and a mini-batch size of 16. The input images were resized to

224×224×3 and normalized with mean [0.485, 0.456, 0.406] and variance [0.229, 0.224,

0.225], namely, the average mean and variance computed over the ImageNet dataset

[136]. The training images were augmented by random color transformations (saturation,

brightness, contrast). We trained the networks by using the RWFI dataset for real images

and an equal number of GAN-generated flood images from the StreetG dataset. The

training datasets were split into training and validation subsets with percentages of 80%

and 20% respectively. All the other datasets were used for testing. For the hybrid network,

we experimentally set λcls = 0.4 (and λloc = 0.6), which is the setup that gave the best

results. To evaluate the detection effectiveness, we considered the TPR and TNR of the

decision. We also calculated the AU-ROC performance by pairing each fake image dataset
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Table 4.2 – Results on different datasets. WSOC, WebG132 and WebG504 are not used

for training. The higher the value, the better the result.

Real GANs

WSOC StreetG WebG132 WebG504

Detection capability

Methods TNR% TPR% AU-ROC% TPR% AU-ROC% TPR% AU-ROC%

Xception 96.8 98.0 99.5 37.9 84.3 57.7 91.8

ResNet50 95.0 98.6 99.4 47.0 84.0 64.9 91.5

Xception+M (CAT) 94.5 86.4 96.6 41.7 75.5 65.9 89.2

Xception+M (MUL) 96.8 97.5 99.5 65.1 95.9 73.4 96.9

ResNet50+M (CAT) 92.0 99.6 98.7 47.0 83.0 60.5 88.6

ResNet50+M (MUL) 95.2 98.3 99.3 70.5 96.1 79.2 96.7

HybCls&Loc ( Prop.) 98.0 100 100 93.4 99.0 95.4 98.9

Localization capability

Methods bPA bPA IoU bPA IoU bPA IoU

HybCls&Loc ( Prop.) 98.6 96.1 92.0 84.4 62.5 87.9 71.2

with the real image dataset. To evaluate the localization performance, we adapted the

metrics used for segmentation measurement, that are, the balanced Pixel Accuracy (bPA)

and Intersection over Union (IoU) [152], which for a binary classifier are defined as:

bPA =
1

2Ntest

Ntest∑
t=1

1∑
i=0

ρii∑1
j=0 ρij

, (4.4)

and

IoU =
1

Ntest

Ntest∑
t=1

|{IMt
≡ 1} ∩ {IGt

≡ 1}|
|{IMt

≡ 1} ∪ {IGt
≡ 1}|

, (4.5)

where ρij indicates the number of pixels in class i classified as class j, {IMt
≡ 1} is the set

of pixels of value 1 in the IMt
mask images produced by the network, and Ntest indicates

the number of test images.

4.2.3 Results

Table 4.2 shows the results on the four test datasets. The baseline methods achieve

good classification performance on the StreetG dataset, with a TPR around 98% and an

AU-ROC equal to 99%. However, the performance drops on the datasets that are not

used for training. The performance of ResNet50 and Xception is the worst, likely due

to the small number of images available for training. The way the water mask images

are used during training also has a significant impact on the performance. By looking

at the results in rows 3 to 6, multiplying the mask and the input image results in better

performance on WebG132 and WebG504 datasets, than simply concatenating the mask

to the image bands. The hybrid detection/localization method (HybCls&Loc) achieves

the best performance on all the datasets, with accuracies always well above 90% and often
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Table 4.3 – Results in the presence Gaussian noise addition.

Real GANs

WSOC StreetG WebG132 WebG504

Methods TNR% TPR% AU-ROC% TPR% AU-ROC% TPR% AU-ROC%

Xception 98.0 77.7 98.0 18.9 78.5 34.7 88.2

ResNet50 98.4 94.4 99.3 35.6 85.1 47.2 92.0

Xception + M (CAT) 90.4 60.0 83.1 25.6 56.3 46.0 76.9

Xception + M (MUL) 100 1.0 93.9 0 91.9 0 92.5

ResNet50 + M (CAT) 94.5 89.5 97.6 26.5 78.4 41.1 86.0

ResNet50 + M (MUL) 97.5 34.1 89.5 15.1 90.5 15.1 90.8

HybCls&Loc (Prop.) 97.0 100 100 84.1 97.6 86.5 97.8

close to 100%. In particular, the hybrid model shows a good generalization capability,

achieving very good performance on WebG132 and WebG504 datasets, with 93.4% and

95.4% TPR values, and 99.0% and 98.9% AU-ROCs. This is a remarkable result, given

that such good performance is obtained without the additional information provided by

the water mask. The superior performance provided by the hybrid model is even more

interesting if we consider the localization accuracy. By looking at the bPA and IoU values

reported in the last row of Table 4.2, we can see that the developed network provides good

results on WSOC and StreetG, even if we can notice a performance drop on WebG132 and

WebG504 datasets. The remarkable conclusion we can draw is that asking the network to

localize the tampered regions helps to distinguish fake images from real ones, even when

localization does not work very well, since it forces the detection branch to focus on the

manipulated area. Such intuition is confirmed by the CAM maps [15], computed with

regard to the detection task, shown in the last row of Figure 4.5.

Table 4.3 and Figure 4.6 show the robustness of all the methods against various image

processing operators, including JPEG compression with quality factor 50, image down-

sampling with resizing 0.5, Median filtering (3×3), Gaussian blur (3×3), and Gaussian

noise addition with zero mean and variance equal to 0.0036. Overall, all the models are

robust to the image processing operators used in our tests, with the exception of Gaussian

noise addition (see Table 4.3). In the Gaussian noise case, in fact, the performance of the

Xception+mask (MUL) model drops from 97.5%, 65.1% and 73.4% to 1%, 0%, and 0%.

ResNet50+mask (MUL) also suffers the addition of Gaussian noise. The bad behavior

of the models adopting a multiplicative approach to include the information provided by

the water mask indicates that, in the absence of information about the non-tampered

regions, the impact of noise is amplified, since the texture information only is not enough

to detect the presence of tampering. As a piece of further evidence backing this intuition,

we observe that Xception and ResNet50 show stronger robustness. The positive effect

of considering the entire image instead of just the water area is also evident in the hy-

brid model. As it can be seen from Table 4.3, in fact, the hybrid model maintains good

performance even in the presence of noise addition. With regard to the other processing

6In all our experiments images take values in the [0,1] range.
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RWFI WSOC StreetG WebG132 WebG504

Input

GT

Output

CAM

Figure 4.5 – Visualization of output masks and CAM maps for HybCls&Loc.

operators (see Figure 4.6), the hybrid model always achieves the best results with a minor

performance drop on the WSOC real dataset only.

4.3 Summary

In this chapter, we have presented a hybrid architecture for the classification of GAN-

manipulated images that exploit localization during training to help the network focus

on the most relevant parts of the analyzed image. We built a flooding image dataset to

validate the effectiveness of the hybrid architecture on the task of GAN-generated flood

image detection. The experiments we carried out revealed the excellent performance

of our architecture by considering the localization assistance, always outperforming the

baseline method, with very good robustness against various image processing operations

and generalization capabilities to new pristine and generated images. Most importantly,

the effectiveness of the hybrid architecture implies that directly guiding the model to the

manipulation region can be adapted to related AI-manipulated image detection tasks. In

the next chapter, we show the results we got by applying the hybrid architecture to the

classification of facial attribute editing.
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Figure 4.6 – Robustness results (%) in terms of TNR, TPR, and AU-ROC in the presence

of JPEG compression with a quality factor of 50 (top row), resizing with factor 0.5 (second

row), Median filtering, window size = 3×3 (third row) and Gaussian blur, window right

size = 3×3 (bottom row).
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Chapter 5

Classification of Synthetic
Facial Attributes by Means of Hybrid Classi-
fication/Localization and Multi-level Analysis

“Manipulation, fueled with good intent, can be a blessing. But when used wickedly,

it is the beginning of a magician’s karmic calamity.”

T.F. Hodge

I
n this chapter, we focus on the classification of synthetic facial attribute editing. As

we said, given the prominent role played by images depicting persons, the task of dis-

criminating between real and fake face images has attracted increasing attention. Most

detectors proposed so far classify any altered face image as a fake. However, in some scen-

arios, it would be desirable to provide more information to support the judgment that the

image is fake, rather than simply telling that the image has been manipulated. Knowing

the kind of manipulation applied by the synthetic generator would substantially increase

the value of the forensic analysis. This motivates our goal to develop a method for the

classification of synthetic face editing. We focus on editing performed via methods based

on StyleGAN2 (see Section 2.2.2), which are among the most popular and widespread

techniques for facial editing.

Specifically, we first validate the effectiveness of the hybrid architecture presented in

the previous chapter for the task of GAN facial editing classification, by running some

tests on a public dataset released for SemaFor hackathon competition. Then, we move

a step forward and present a method specifically tailored for the classification of facial

attributes editing, where the hybrid framework is adopted inside a richer architecture

enhanced with multi-level analysis, that permits to rely on both global (image-level) and

local (patch-level) features, combined via an attentional feature fusion module. The multi-

level method works in two stages and involves two-stage training. In the first stage, the

image is divided into six patches corresponding to different face regions, and each patch

is analyzed by a different network. Then, an attention module is used to combine the

local features extracted from the patches with the global features obtained by analyzing

the image as a whole. The output of the attention module is then processed by the

hybrid network for simultaneous classification and localization. For a comprehensive

evaluation of the performance of the classifier, we built ourselves a dataset of edited face

images, where 18 different attributes are manipulated using different methods based on

StyleGAN2, namely InterfaceGAN and StyleCLIP (see Section 2.2.2 for more details on

these methods).
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This chapter is organized as follows. In Section 5.1, we formalize the classification

problem, and in Section 5.2 we test the performance of the method presented in the

previous chapter on a public facial attribute editing dataset. In Section 5.3, we present

an improved multi-scale hybrid architecture and the new facial attribute editing dataset

we have built. In Section 5.4, we provide the details of the methodology implementation.

Then, we assess the performance of the improved architecture on the new dataset (Section

5.5). We conclude the chapter in Section 5.6 with a summary of our findings.

5.1 Problem Definition

Given a face image x which we know has been generated by a GAN, our goal is to decide

if the image has been generated without applying any semantic manipulation (in our case,

by simply mapping it into the latent space and reconstructing it without applying any

semantic change), or the facial attributes have been manipulated in some way, and, in

this case, how. Following the findings discussed in the previous Chapter, we argue that

devising an architecture that is also asked to localize the manipulation has a beneficial

effect on the classification accuracy and the generalization capability since the localization

task forces the network to focus on the most significant parts of the analyzed image. For

this reason, the method we are looking for is supposed to produce a twofold output, that

is:

[p, IM ] = φ(x), (5.1)

where φ is the network function, p ∈ R1×C is a C-long vector with the probabilities that

x belongs to the C classes the classifier must choose from, p1 gives the probability that

no facial attribute has been changed, in which case the predicted localization mask IM is

a black image indicating no manipulation.

5.2 Preliminary Experimental Results on Facial At-

tribute Editing Classification

In this section, we report the results of some experiments we run to validate the generality

of the HybCls&Loc architecture described in Chapter 4 on a public facial attribute editing

dataset, that is, the PFMD introduced in Section 2.4.21.

5.2.1 Experimental setting

We considered the problem of closed set classification among the 7 editing types from

Table 2.2 including none, and excluding purple hair, angry and Taylor Swift editing. The

’Low’ versions in the testing set were used to assess the generalization capability with

respect to a mismatch in the strength of the editing, in particular, considering the more

challenging case of weaker editing of the attribute during testing. A ResNet50 architec-

ture was used as the backbone for the feature extraction part of the hybrid architecture.

1face-manipulation-datasets

https://github.com/stresearch/face-manipulation-datasets
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To train our model, we used the Adam optimizer with a learning rate of 0.0001 and a

mini-batch size of 32. The input size was 224×224×3 and normalized with mean [0.485,

0.456, 0.406] and variance [0.229, 0.224, 0.225] (average values computed on the ImageNet

dataset). The training images were augmented by random color transformations (satur-

ation, brightness, contrast) and resizing with scale factors randomly chosen in {0.5, 0.8,

1.2, 1.3} with a probability of 1.0 and 0.4, respectively.

The localization mask, which is necessary to train the hybrid network with the com-

bined loss, is not available in this case. Figure 5.1 shows some examples of difference maps

(here playing the role of localization masks) between the edited images and their none

version. We observe that the changes introduced by the manipulation are distributed

over the entire image (mostly around the hair, mouth and eyes), and are not constrained

to the modified facial attribute. We decided to use the difference map as the localization

mask to force training to focus on these details. This mask works as a focus of attention,

highlighting the region of the image that mostly reflects the attribute change, hence cor-

responding to the region that should be the main focus for the classifier. More specifically,

to get the mask IG used to guide the classification, we first computed the absolute differ-

ence between the none version (reconstructed with no editing) and the edited image in

the luminance channel and then converted it to a binary image using the threshold from

the opencv library2, based on the mean of the absolute difference image. Additionally,

we also fine-tuned a version of the model by replacing a small percentage of edited images

(corresponding to 300 images in each class) in the training set with an estimated ’Low’

version, obtained by applying face morphing between the none and the edited (‘High’)

images. By aligning and blending the two face images, face morphing allows us to get

a synthetic image with stronger editing of the attributes. Specifically, in our case, we

first predicted the corresponding landmark points in the none and ’High’ edited images

using Dlib’s Facial Landmark detector [130]. Then the triangular mesh with Delaunay

Triangulation for each intermediate shape was calculated and used to warp the two input

images towards the intermediate shape. Face morphing was performed by using the code

available at https://github.com/Azmarie/Face-Morphing. An example of estimated

young low using none and young high is given in Figure 5.2. We see that the estimated

young low is visually close to the ground truth young low image.

5.2.2 Results

In the following, we report and discuss the classification results achieved by the hybrid ar-

chitecture. We did not measure and report the performance in terms of localization (that

are generally not good). In fact, we remind that our main interest is the classification,

and the addition of the localization module is mainly an expedient to force the network

to look at the image areas that are most relevant for the classification task.

Overall, we got an average accuracy equal to 85.20% under matched test conditions

and 72.16% under mismatched conditions (’Low’ version of edited images considered for

testing), respectively. The average accuracy on the 7 classes reveals a noticeable capability

2https://docs.opencv.org/4.x/d6/d00/tutorial_py_root.html

https://github.com/Azmarie/Face-Morphing
https://docs.opencv.org/4.x/d6/d00/tutorial_py_root.html
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Figure 5.1 – An example from the training set with attention (localization) masks.

Face morphing

Estimated
young_low young_low

young_high

none

Figure 5.2 – An example of estimated young low by face morphing method (Left) and

young low image in test set (Right).

of generalization of the hybrid network3. The improvement over the ResNet50 baseline

trained for classification only (namely, a 7-class ResNet50 classifier) is 8% on average.

This confirms the benefit of the localization branch to aid the classification. We also

verified that the accuracy with respect to the ’Low’ versions improves, achieving 75.10%,

when the model is fine-tuned on the dataset with estimated ’Low’ images obtained via

face morphing. This proves a gain in accuracy - relevant, even though not big - given

by the estimation procedure that we performed to increase the diversity of the training

dataset.

The confusion matrix, reporting the performance (accuracy) on each editing type, is

shown in Figure 5.3. Looking at the figure, we see that most of the errors are associated

with the none category. In particular, there is confusion between none and old, and young

and none, where 172 out of 588 none images are classified as old high, and 109 out of

3Our method ranked first in the DARPA SemaFor HK3-CP2 challenge task 1, dedicated to the clas-

sification of face edit type performed on portrait style images.
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(a)

(b) (c)

Figure 5.3 – Confusion matrices. Top: matched tests (’high’ versions only). Bottom

Left: mixed tests (both ’high’ and ’low’ versions). Bottom Right: mixed testing (both

’high’ and ’low’ versions), when the classifier is fine-tuned with the estimated ’Low’ ver-

sions.

588 young high images are predicted as none. Expectedly, the number of decision errors

towards the none class in the various cases increases in the mismatched scenario, that

is, when the test set contains ’Low’ versions of the images (see Figure 5.3 (b))4. This is

not surprising, since in many ’Low’ versions of the images the editing of the attribute is

very weak, and it is hard to distinguish between the edited and the none version, see the

examples in Figure 5.4 for the young category, making this task a very challenging one.

At the end, we compare our results with those obtained by the other teams which

4We remind that ’Low’ versions where not considered for the surprised category, that is the only type

edited by StyleCLIP.
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Figure 5.4 – Examples of none (Top) and young low (Bottom) images in test set. Dis-

tinguishing these lightly processed images can be very difficult, at least to the human

eye.

UMD submission accuracy

PURDUE_UNINA matched_v2 accuracy

PURDUE_UNISI matched accuracy

PURDUE_UNISI low_and_high_v2 accuracy

PURDUE_UNISI low_and_high accuracy

Kitware fusion accuracy

Kitware dffd accuracy

*
*

*subset of test

Team1 submission accuracy

Team2 matched_v2 accuracy

HybCls&Loc matched accuracy

HybCls&Loc low_and_high_v2 accuracy

HybCls&Loc low_and_high accuracy

Team3 fusion accuracy

Team3 dffd accuracy

*
*

*subset of test

Figure 5.5 – Comparison results with the other SEMAFOR teams participating to the

HK3CP task.

participated in the HK3CP2 task (Figure 5.5). Our method, trained on the high version

of the manipulations (HybCls&Loc matched in the Figure) performs best when tested on

6 manipulation classes (excluding the original). The mixed version trained with the face

morphing method (HybCls&Loc low and high v2) ranks third, improving compared to

the model trained with high and low version images without face morphing augmentation

(HybCls&Loc low and high).

5.3 A Multi-level Hybrid Architecture for Facial Edit-

ing Classification

The preliminary results on the PFMD demonstrate the effectiveness of the hybrid archi-

tecture for AI-manipulated image classification. However, the task remains challenging

and requires further efforts to improve performance. In this section, we delve deeply into

facial editing classification by considering a large dataset and developing an improved hy-

brid architecture. Based on the observation in Figure 5.1, we knew that the manipulation

causes differences mainly in details, which implies that the local patch may have different



i
i

i
i

i
i

i
i

5.3. A Multi-level Hybrid Architecture for Facial Editing Classification 65

Residual
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ResNet50
backbone

ResNet50
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Finetune for classification and localization
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Figure 5.6 – The diagram of the proposed patch-based semantic editing classification and

localization method. Different models are obtained in the first step (shown in different

colors) and then used to initialize the fine-tuning in the second step. Red arrows indicate

frozen weights.

contributions to the classification. To this end, we designed a multi-scale hybrid archi-

tecture by analyzing the effects of local and global features through a two-stage training

strategy. In addition, to validate the performance of the method, we constructed a new

dataset containing 18 edited facial attribute categories following the method used in [14].

5.3.1 Improved multi-scale hybrid architecture

Figure 5.6 shows a schematic overview of the proposed architecture. The network consists

of two branches, one working on the entire image and one on 6 local patches. The

global features extracted by analyzing the entire image give a rough indication of the

manipulation undergone by the image. Such general analysis is then refined by the local

features extracted on the image patches. The patches are obtained by dividing the image

into 6 parts, namely up head left (upl), up head right (upr), cheek left (cl), cheek right

(cr), mouth left (ml) and mouth right (mr). For each patch location, we independently

trained a different ResNet50 classification network [138] asking it to classify the image

based only on the content of the patch (upper part of Figure 5.6). All the networks are

trained by minimizing the CE between the predicted probabilities and the true labels. The

6 networks trained in this way form the upper branch of the final classification architecture

(lower part Figure 5.6). The application of the networks to the various patches returns

the probability that a certain attribute has been manipulated, namely:

pk = φk(Pk), k ∈ {uhl, uhr, cl, cr,ml, cr,X}, (5.2)
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Figure 5.7 – Structure of the iterative Attentional Feature Fusion module (iAFF) [19].

where the a-th component of vector pk, pk,a, indicates the probability that the attribute

a has been manipulated, predicted by the network φk working on patch Pk, and where

φX indicates the network operating on the entire image.

After this initial training step, the weights of the networks working on the local patches

are frozen. An attention module modulates the features it produces to adjust the global

features of the whole image for the classification and localization tasks. More precisely,

as shown in Figure 5.6, the local features fc,k produced by the final convolution layers

of φk(Pk) (having size Df ×Hf ×Wf , where Df , Hf and Wf are the number of feature

maps and the height and width of the feature maps) are first reorganized into a composite

feature map fc, having size Df × 3Hf × 2Wf , and where the features of each patch

retain the same position of the patches they refer to. Afterwards, a down-sampling unit

transforms the feature map fc into f
′
c, with size Df × Hf ×Wf . Eventually, the new

local features are merged with the global features using an iterative Attentional Feature

Fusion (iAFF) module [19].

As shown in Figure 5.7, the local features f
′
c and the global features fs are first

aggregated and processed by a multi-scale channel attention module (MS-CAM), which

is a residual-based attention block consisting of global and local branches (right part of

Figure 5.7). More specifically, the global branch consists of one global average pooling

(GAP) layer, two point-wise convolution (PWConv) layers, two batch normalization layers

and a RELU activation function. On the other hand, the local branch directly processes

the feature f without GAP. The outputs of the global G(f) and local L(f) branches are

normalized by a sigmoid function and multiplied by the input feature f :

f
′

= f ⊗ σ(G(f)⊕ L(f)), (5.3)

where σ denotes the sigmoid function, ⊕ and ⊗ denote element-wise sum and matrix

multiplication, respectively. Afterwards, we obtain the attention-weighted features fc,s
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by applying the MS-CAM module again:

fc,s = fs ⊗M(f
′
s, f

′′
c ) + f

′
c ⊗ (1−M(f

′
s, f

′′
c )), (5.4)

where f
′
s = fs ⊗ f

′
, f
′′
c = f

′
c ⊗ f

′
, and M denotes the MS-CAM module. Finally, the

features fc,s are input to the classification and localization branches. As a last step, we

apply an FCN module for the localization task [152]. The FCN is fed with the output of

the attention module for localization

IM = Conv2(Dl(R(B(Conv1(fc,s))))), (5.5)

where Dl indicates dropout, B batch normalization and R denotes a Relu activation

function. Then,

p = FC(GAP(fc,s)). (5.6)

The localization loss is defined as the Mean Square Error (MSE) between the predicted

map and the ground truth,

Lloc =
1

Nt ×H ×W

Nt∑
i=1

H×W∑
j=1

(
IGi,j

− IMi,j

)2
. (5.7)

The classification branch of the architecture is trained to optimize the standard cat-

egorical CE loss

Lcls = − 1

Nt

Nt∑
i=1

C∑
j=1

yi,j log (pi,j) , (5.8)

where yi is the ground truth (one-hot-encoding) vector of sample xi. Similarly, pi is the

network output vector for sample xi.

Finally, the total loss of the proposed network is the combination of the localization

loss and the classification loss, that is:

L = λcls · Lcls + λloc · Lloc. (5.9)

5.4 Experimental Setting

5.4.1 Implementation details

The dataset we used for the evaluation is FAED (see Section 2.4.3), namely the extended

version of PFMD, including 18 facial attributes to be edited and one ’None’ class. We

trained all the models with the same configuration. For the optimization, we used the

Adam optimizer with a learning rate of 0.0001 and a mini-batch size of 32. The input size

is 256×256×3 and normalized with mean [0.485, 0.456, 0.406] and variance [0.229, 0.224,

0.225] (as usual, these values are obtained averaging over of the ImageNet dataset). The

training images were augmented by random color transformations (saturation, brightness,

contrast) and resizing with scale factors randomly chosen in {0.5, 0.8, 1.2, 1.3} with the

probability of 1.0 and 0.4, respectively.
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Smile +2 Smile +3 Smile +4 Smile +5 Not Smile +2 Not Smile +3 Not Smile +4 Not Smile +5

Fig. 2. Examples of localization maps for smile and non-smile facial
attributes with different editing parameters [2]. From top to bottom:
edited images, difference images between none and edited images.
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Fig. 3. The diagram of the proposed patch-based semantic editing
classification and localization method. Different models are ob-
tained in the first step (shown in different colors) and then used to
initialize the fine-tuning in the second step. Red arrows indicate
frozen weights.

erated without applying any semantic manipulation (in our case, by
simply mapping it into the latent space and reconstructing it with-
out applying any semantic change), or the facial attributes have been
manipulated in some way, and, in this case, how. Specifically, we
want to classify the analyzed image into one of 19 classes: one class
corresponding to images reconstructed without manipulations, and
18 classes corresponding to the insertion of 18 different facial at-
tributes. Following some previous findings of ours regarding manip-
ulation detection [9], we argue that devising an architecture that is
also asked to localize the manipulation has a beneficial effect on the
classification accuracy and the generalization capability, since the
localization tasks forces the network to focus on the most signifi-
cant parts of the analyzed image. For this reason, the method we are
looking for is supposed to produce a twofold output, that is:

[π,M ] = F(I), (1)

where F is the image classifier, I is the input image, π is 19-long
vector with the probabilities that I belongs to the 19 classes the clas-
sifier must choose from (π(1), gives the probability that no facial
attribute has been changed), and M is a map localizing the manip-
ulated regions of the image. Specifically, M estimates the absolute
value of the normalized (in [0,1]) difference between a reconstructed
image with no modifications of the facial attributes, and the image
under analysis. A few examples of ground truth localization maps
are shown in Figure 2. It is clear from the maps that facial attributes
cannot be easily distinguished by looking at localization maps only.
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Fig. 4. Structure of the iterative Attentional Feature Fusion module
[16]. ⊕ and ⊗ denote element-wise sum and matrix multiplication.

3. PROPOSED SYSTEM

A schematic overview of the proposed method is shown in Figure
3. The network consists of two branches, one working on the entire
image and one on 6 local patches. The global features extracted by
analyzing the entire image give a rough indication of the manipula-
tion undergone by the image. Such general analysis is then refined
by the local features extracted on the image patches. The patches
are obtained by dividing the image into 6 parts, namely up head left
(upl), up head right (upr), cheek left (cl), cheek right (cr), mouth
left (ml) and mouth right (mr). For each patch location, we inde-
pendently trained a different ResNet50 classification network [17]
asking it to classify the image based only on the content of the patch
(upper part of Figure 3). All the networks are trained by minimizing
the cross-entropy between the predicted probabilities and the true la-
bels. The 6 networks trained in this way, form the upper branch of
the final classification architecture (lower part Figure 3). The appli-
cation of the networks to the various patches returns the probability
that a certain attribute has been manipulated, namely:

πi = Fi(pi), i ∈ {uhl, uhr, cl, cr,ml, cr,X}, (2)

where the e-th component of vector πi, πi(e), indicates the proba-
bility that the attribute e has been manipulated, predicted by the net-
work Fi working on patch pi, and where FX indicates the network
operating on the entire image.

After this initial training step, the weights of the networks work-
ing on the local patches are frozen and the features they produce are
modulated by an attention module to adjust the global features of the
whole image for the classification and localization tasks. More pre-
cisely, as shown in Figure 3, the local features fc,i produced by the
final convolution layers of Fi (having size Cf × Hf × Wf , where
Cf , Hf and Wf are the number of feature maps and the height and
width of the feature maps) are first reorganized into a composite fea-
ture map fc, having size Cf×3Hf×2Wf , and where the features of
each patch retain the same position of the patches they refer to. Af-
terwards, a down-sampling unit transforms the feature map fc into
f

′
c , with size Cf × Hf × Wf . Eventually, the new local features

are merged with the global features using an iterative Attentional
Feature Fusion (iAFF) module [16].

As shown in Figure 4, the local features f
′
c and the global fea-

tures fs are first aggregated and processed by a multi-scale chan-
nel attention module (MS-CAM), which is a residual-based attention
block consisting of global and local branches (right part of Figure 4).
More specifically, the global branch consists of one global average

Authorized licensed use limited to: Universita degli Studi di Siena. Downloaded on April 18,2024 at 07:25:55 UTC from IEEE Xplore.  Restrictions apply. 

Figure 5.8 – Examples of localization masks for smile and non-smile facial attributes

with different editing parameters [11]. From top to bottom: edited images, difference

images between none and edited images, and masks after thresholding using the open-cv

threshold function (as described in Section 5.2.1)).

Table 5.1 – ResNet50 classification accuracy on patches for matched data (seen in the

training set) and mismatched data (InterfaceGAN 3 and 2).

Patch Matched data InterfaceGAN 3 InterfaceGAN 2

Head left 89% 66% 46%

Head right 59% 33% 23%

Cheek left 81% 58% 40%

Cheek right 81% 58% 40%

Mouth left 77% 58% 42%

Mouth right 77% 55% 38%

Whole face 90% 68% 50%

We used the difference maps discussed in the previous section as localization masks to

train the architecture. Figure 5.8 shows examples of ground truth localization masks. It

is clear from the masks that facial attributes cannot be easily distinguished by looking at

localization masks alone, but by acting as an attention clue for classification improvement.

5.5 Results

5.5.1 Results on single patches

We start by examining how the location of patches affects the classification. The accuracy

results are shown in Table 5.1. Upon inspection of the table, we discover that, in both

matched and mismatched circumstances, training a classifier on the up-head left patch
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Table 5.2 – Results after fusion and comparison with SoTA.

Methods Matched case InterfaceGAN 3 InterfaceGAN 2

ResNet50 [138] 90% 68% 50%

Xception [131] 78% 63% 36%

Efficient-B3 [153] 76% 65% 41%

Efficient-B4 [153] 77% 67% 41%

HybCls&Loc (Chapt 4) 90% 77% 45%

FFD [108] 79% 63% 38%

Prop. 93% 86% 55%

yields results that are comparable to those obtained when analyzing the entire image.

This is an unexpected result, that seems to point out that informative artifacts for the

manipulation in up head left patch are considerably easier to detect. At the same time,

uphead right patches in real and fake images are statistically similar, hence resulting in

a lower detection accuracy (59% in the matched case). In addition, the classifiers that

were trained on other patches behave similarly, with an accuracy of about 80% for cheeks

and 75% for mouths. These observations confirm that different patches provide different,

possibly complementary, information, thus motivating us to design a method that fuses

local and global features with an attention mechanism.

5.5.2 Results after fusion and comparison with SoTA

To validate the benefits of the improved hybrid architecture, we compared it to two

fake image detection and localization methods, namely the HybCls&Loc presented in

Chapter 4, and FFD [108] (see Section 2.3.2). These two methods also consider detecting

fake images with a localization branch. In addition, we also compare with standard

classification networks, including XceptionNet and ResNet50, and also Efficient-B3 and

-B4 [153]. EfficientNet is a family of convolutional neural networks designed to obtain

high accuracy with fewer parameters and operations, resorting to compound scaling for

efficiency [153]. Several versions are available, ranging from B1 to B4. Efficient-B3 is

smaller and has lower computational requirements compared to Efficient-B4.

Table 5.2 reports the results of our experiments. First of all, Resnet50 provides the

best performance among the plain classification networks. When localization task is also

considered, (HybCls&Loc and FFD) the performance tend to improve, however, they do

not generalize to InterfaceGAN2. In contrast, the developed method outperforms all the

others in both matched and mismatched conditions by 4%, 18% and 5%, respectively.

We also evaluated the robustness of the various methods against Gaussian noise addi-

tion with zero mean and variance equal to 0.0003, Median filtering (3×3), Gaussian blur

(3×3) and JPEG compression with quality factor 50. The results we got are given in
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Figure 5.9 – Robustness comparison in matched conditions.
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Figure 5.10 – Ablation results for each component.

Figure 5.9. Once again, the developed method outperforms all the others, showing good

robustness against all processing types.

5.5.3 Ablation study

As a last experiment, we carried out an ablation study to evaluate the impact of each com-

ponent of the system on the accuracy. In the Baseline model, we directly concatenated

the global features fs and the local features f
′
c without considering the localization task

and the attention module. For the model Baseline+Loc, we added a localization branch

to the Baseline model. The final model, Baseline+Loc+Att, is the one developed by

considering both the localization task and the attention module.

The results we got are shown in Figure 5.10. First of all, we can see that the use
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Table 5.3 – Ablation study of the effect of balancing loss weights.

λcls λloc Matched case InterfaceGAN 3 InterfaceGAN 2

0.5 0.5 93.7358 85.2600 54.6055

0.4 0.6 93.6138 85.0955 53.8540

0.3 0.7 93.2697 84.4475 53.2472

0.2 0.8 93.4175 86.3915 55.4570

of global and local characteristics contributes to the improvement in both matched and

mismatched cases. For instance, compared with the ResNet50 model trained on the

whole image, the developed network Baseline+Loc+Att achieves a gain of more than

4% in the matched case. The gain on never-seen manipulated images produced by In-

terfaceGAN3 is impressive (18%), and still good for InterfaceGAN2 (5%) manipulation,

demonstrating that local features give important clues for the improvement of both seen

and unseen data. Likewise, by referring to Baseline and Baseline+Loc, we see a large

improvement in mismatched cases. Eventually, a noticeable improvement is also made by

considering the attention module on top of Baseline+Loc.

We also analyzed the effects of the hyper-parameters contained in the loss function

of Baseline+Loc+Att, obtaining the results shown in Table 5.3. Again, we see that

increasing the contribution of the localization task during training improves the perform-

ance in the mismatched cases. This behavior is consistent with our assumption that

adding a localization task improves classification.

5.6 Summary

In this chapter, we focused on the classification of facial attribute editing tasks. First, we

tested the method from Chapter 4 on a public dataset. Then, we improved the hybrid

architecture through multi-scale analysis on a new large facial attribute editing dataset

we built. Both hybrid architectures demonstrated good generalization to unseen samples

with the same manipulations considered during training but edited with different (lower)

editing strengths. They also exhibited strong robustness against image post-processing.

During our tests, we noticed that when facing a new manipulation outside the training

set, the architecture predicts it as one of the known manipulations, which is undesirable

in real-world applications. To address this issue, a model thought to work in the wild

must recognize that the image under analysis has undergone a new type of manipulation

and take appropriate actions. This challenge, known as open-set classification, is tackled

within the second part of the thesis.
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Abstract

In this part of the thesis, we focus on the development of forensic techniques cap-

able of working in open-set scenarios. By focusing on the face domain, we develop

some methods for the classification of facial attribute manipulation and for synthetic

image attribution. In particular, by focusing on the classification of synthetic facial

attributes in open-set scenarios, we first introduce a method for classification with

a rejection option. The proposed method combines the use of a Vision Transformer

(ViT) with the hybrid approach described in the first part of the thesis. Rejection

is performed by considering several strategies based on the analysis of the model

output scores. The effectiveness of the method has been validated also for open-set

attribution of synthetic images to the generating architecture.

Furthermore, we propose a novel verification framework that relies on a Siamese

Network (SN) architecture to address the open-set synthetic image attribution task.

We consider two different verification scenarios: in the first one, the system determ-

ines whether two images have been produced by the same architecture or not, while in

the second one, the system verifies a claim about the architecture used to generate a

synthetic image, utilizing one or multiple reference images generated by the claimed

architecture. We also apply the SN-based verification model to build a classifier with

a rejection class.

Finally, we present a new framework for open set classification, named BOSC

(Backdoor-based Open Set Classification) that relies on the concept of backdoor at-

tacks to design a classifier with a rejection option. BOSC works by purposely inject-

ing class-specific triggers inside a portion of the images in the training set to induce

the network to establish a link between class features and trigger features. The beha-

vior of the model trained in this way with respect to samples with triggers is exploited

at test time to perform sample rejection. We apply BOSC to both the attribution of

synthetic architecture and the classification of facial attribute editing.
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Chapter 6

Introduction to Open Set Recognition and
Synthetic Image Attribution

In a world of diminishing mystery, the unknown persists.

Jhumpa Lahiri, The Lowland

I
n this chapter, we introduce the problem of open-set recognition (OSR) and open-set

image attribution, and briefly review the relevant literature on these topics. Open

set recognition is a machine learning approach designed to identify and correctly handle

out-of-set samples belonging to unknown classes by introducing a rejection option. This

capability is particularly significant for forensic tasks because it enhances the reliability

and robustness of forensic tools in real-world applications. Without open set recognition,

a system might incorrectly classify out-of-set inputs as belonging to in-set classes, leading

to false identifications and potentially severe consequences in forensic investigations. Open

set recognition helps forensic tools to adapt to and accurately process a broader range of

inputs, ensuring more trustworthy and accurate results in the dynamic and evolving field

of digital forensics.

As mentioned in the introduction, synthetic image attribution is a very important

problem that has attracted the interest of the multimedia forensic community. As gener-

ative models continue to evolve rapidly, new architectures for creating synthetic images

are constantly emerging. For this reason, extending open-set classification to synthetic

image attribution is of paramount importance.

This chapter starts in Section 6.1, with an overview of the most relevant works in the

field of open-set recognition. Then, Section 6.2 reviews the state-of-the-art of synthetic

image attribution in both close-set and open-set scenarios.

6.1 Prior Art on Open Set Recognition

The seminal work on OSR was presented by Scheirer et al. in [154], where the authors

addressed the problem of determining whether an input belongs to one of the classes used

to train a machine learning model or not. Jain [155] and Scheirer [156] proposed methods

based on statistical Extreme Value Theory (EVT [157]). These methods, however, are

tailored to specific tasks and lack scalability. A method to address OSR with deep neural

networks, named OpenMax, was presented by Bendale et al. in [158]. An extra class is

added for the prediction to model the unknown class case by adapting meta-recognition

concepts to the activation patterns in the penultimate layer of the network for unknown
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modeling. EVT was used to estimate the probability that the input is an outlier. In

addition, several works have shown that, in many cases, simple strategies based on the

softmax probabilities or the logit can also effectively judge if a sample comes from an

unknown class [159], e.g., by exploiting the fact that the maximum output score tends to

be smaller for out-of-set inputs [160,161], or that the energy of the logit vector tends to be

lower [162]. The use of the Maximum Logit Score (MLS), in particular, has been proven

to achieve very good rejection performance [161] and has been adopted for classification

with rejection in several papers [158].

Other works tried to find methods to optimize the representations of in-set and out-of-

set samples in the feature space. In [163], Yang et al. designed a suitable embedding space

for open set recognition using convolutional prototype learning that removes softmax and

implements classification by finding the nearest prototype in the Euclidean norm in the

feature space. Multiple prototypes are used to represent different classes. The feature

extraction and the prototypes are jointly learned from the data. Similarly, Miller et

al. [164] exploit a distance-based loss to enforce class features to form tight clusters around

predetermined class-specific centers. The distance to class centers is used at test time to

reject samples from unknown classes and classify the inputs belonging to known classes.

The method proposed in [116] exploits a different learning framework for OSR, called

reciprocal point learning, that introduces the unknown information to the learner via the

concept of reciprocal point to learn more compact and discriminative representations and

reduces the risk of misclassifying unknown classes as a known one.

Another class of works exploits reconstruction errors obtained via Auto-Encoders (AE)

for OSR, assuming that lower reconstruction errors are obtained for known classes than

for unknown ones [165, 166]. In particular, CROSR [165] jointly trained the network to

classify and reconstruct the input data. Then, the joint distribution of the latent repres-

entations and activations is used for OSR rejection using the OpenMax method. Oza and

Patel [166] proposed a class-conditioned autoencoder (C2AE) framework to reconstruct

the images, conditioning the reconstruction to the class (conditioning label). Similarly,

variational autoencoders were exploited in [167], where the authors propose a condi-

tional Gaussian distribution learning framework to detect unknown samples by forcing

latent features to approximate Gaussian models. Huang et al. [168] proposed to combine

the autoencoders with the prototype (PCSSR) and reciprocal learning (RCSSR). Class-

specific autoencoders are trained to reconstruct the data based on label conditioning, and

the pixel-wise reconstruction errors corresponding to the predicted class, together with

semantic-related features, are used for unknown sample rejection.

Yet another class of methods is based on adversarial modeling and generative models.

Methods based on generative adversarial networks resort to GANs to produce unknown-

like samples to be used during training. These methods work under the assumption that

a large number of unknown samples (unlabeled) are available during the training process.

For instance, G-OpenMax [169] combines the use of generative adversarial networks with

the OpenMax method, achieving good performance on the classification of handwritten

digits. Neal et al. [170] proposed an ad-hoc data augmentation strategy, relying on GANs,

to generate samples close to the training set examples that are then used to augment

training, reformulating the OSR as a classification problem with one additional class.
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A similar idea is explored in [171] (OpenGAN) and [172] (DASI). Finally, in ARPL

[173] and AKPF [117], reciprocal point learning and prototype learning are enriched by

an adversarial mechanism that generates confusing training samples. Specifically, the

generated samples are used to optimize the feature space and reduce the so-called open

space risk by restricting the unknown samples in the reciprocal points space [173] or

learning a kinetic boundary to increase the intra-class compactness and the inter-class

separation [117].

Overall, works on OSR mainly improve the open-set performance in three ways: i)

developing robust classifiers for closed-set tasks [161, 163, 164] and using MLS or similar

metrics to reject out-of-set samples, ii) setting thresholds on the AE reconstruction error

[165–168], and iii) incorporating generated open-set samples for training purposes [117,

169–173]. However, for the open set synthetic image attribution problem, a good classifier

on closed-set samples may overfit to known samples and have reduced effectiveness in the

open-set case. On the other hand, the reconstruction approach may be suboptimal. This is

due to the fact that the fundamental distinctions between samples generated by known and

unknown models consist of subtle, visually imperceptible statistical traces. These traces

are often too weak to be effectively thresholded, posing a challenge to methods relying only

on the reconstruction error. Finally, reducing the open space risk for synthetic attribution

is challenging with a single generator. Generators are designed to produce images with

specific semantics and may not be able to generate diverse open-set fingerprints.

6.2 Synthetic Image Attribution

Tracing the origin of AI-generated images by identifying the model or the architecture that

generated them is extremely relevant to combat misinformation and piracy. In addition,

understanding the groups, individuals, or entities behind the generation of AI-generated

images is essential to pursue responsible individuals, detect and mitigate malicious activ-

ities, and inform policy and regulatory responses to the challenges posed by synthetic

media. In particular, in some cases, it is important to know the specific model or the

type of architecture used to produce a fake image. Given a synthetic image, a synthetic

image attribution system should be able to predict the generator that has been used to

produce the image, see Figure 6.1. Attribution can be performed at different levels. A sys-

tem can attribute an image to the specific model that generated it, or to the architecture

the model relies on.

Synthetic image attribution at the model level has been addressed through both active

and passive methods. Active methods involve injecting specific information, e.g., user-

specific keys [174] or artificial fingerprints [175,176], into the generated images during the

generation process. These fingerprints or keys are subsequently used during the verific-

ation to identify the model. On the other hand, passive methods rely on the presence

within the synthetic images of intrinsic artifacts, namely model fingerprints, that are pe-

culiar to the specific model used to generate them. Passive methods have been developed

in [176–184]. In particular, Marra et al. [177] first revealed that each GAN leaves a spe-

cific fingerprint in the images it generates. The average noise residual image can be taken

as a GAN fingerprint. Then, Yu et al. [178] replaced the hand-crafted fingerprint formu-
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LDM DDPM StyleGAN3

Which generators were used to generate these images?

Taming transformer

Figure 6.1 – The synthetic image attribution task. Images are attributed to the source

generator that produced them.

lation in [177] with a learning-based one, decoupling the GAN fingerprint into a model

fingerprint and an image fingerprint. Joslin et al. [179] analyzed the fingerprints of the up-

sampling convolutional operations in the frequency domains and performed model-level

attribution exploiting features in such a domain.

In addition to model-level attribution, researchers have started proposing approaches

that address the attribution problem at the architecture level. The goal is to attribute

the synthetic images to the source architecture regardless of how this architecture has

been trained and fine-tuned, that is, regardless of the training strategy and setting, and

regardless of the dataset of images used for training. Frank et al. [182] first proposed to

attribute the synthetic images to the source architecture by relying on the DCT coeffi-

cients. Xuan et al. [181] proposed a deep learning framework based on triplet loss, where

the image is compared with sample images available for each architecture in a template

image library. The prediction is made in favor of the architecture that has the highest

similarity to the test image. Yang et al. [183] observed globally consistent traces across

models of the same architecture and proposed an approach to extract globally consistent

features based on a patchwise contrastive learning framework.

All the above methods focus on closed-set scenarios, that is, they assume that the

images the system is asked to analyze at test time belong to a in-set model or architecture,

that is, to a model or architecture seen at training time. In a real-world scenario, also

considering the continuous progress of AI technology, with new generative architectures

continuously appearing, this may not be the case. Therefore, it is important to develop

systems capable of working in an open-set scenario.

When we started our research, very few methods had been developed to address the

specific problem of synthetic image attribution in an open-set setting. The first step in

this direction, preceding our proposal described in Chapter 7, was made in [27], where

the authors resort to a semi-supervised learning framework that exploits labeled samples
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from in-set classes and unlabeled samples from out-of-set classes. These samples are used

to train a system that, at every step, classifies in-set samples and clusters the out-of-set

samples, assigning new labels to the new clusters. Recently, Sun et al. [28] addressed

the open-world attribution problem by employing a contrastive learning strategy within

a semi-supervised framework. The semi-supervised learning framework offers the ad-

vantage of utilizing all available data for training without the need for a large labeled

dataset. However, it is necessary to retrain the model when new images generated by

novel architectures emerge.

Another approach to handle out-of-set samples is to perform rejection of them, as we

described in Chapter 7. Since then, several works have started addressing the open set

attribution problem by exploiting sample rejection to prevent misclassification [118, 185,

186]. In particular, Fang et al. [185] addressed the open-set synthetic image attribution

task by using a distance-based approach. The predictions are rejected (the test sample

is judged as coming from an unknown class) when the minimum distance between the

test sample and the centroids of known classes in the features space exceeds a predefined

threshold. Following an idea similar to generative-based OSR works, Yang et al. [118]

introduced a progressive open space expansion framework (POSE) to simulate the open

space of unknown models, that is, the feature space where open-set samples lie through a

set of lightweight augmentation models. On the other hand, Yang et al. [186] simulated

fingerprints of generative models within images using several convolutional layers. They

attributed the source of the generated images by analyzing these simulated fingerprints

and incorporated a rejection option into their approach.

To summarize, all methods proposed so far strive to enhance the feature representation

of the model to learn a condensed in-set class space by using representative network [185],

unknown out-of-set sample simulation [118], and explainable forensic clues [186], thereby

reducing the open space risk. In Chapter 9, we propose an alternative approach, borrowing

the idea of backdoor attacks to remap the features of known classes to a target class

position, by injecting class-specific triggers. We also considered the possibility of adopting

a verification framework (Chapter 8) that can be used to verify whether two, possibly

out-of-set samples, have been generated by the same model/architecture or not.
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Chapter 7

Open Set Classification of
AI-based manipulations and Attribution via a
ViT-based Hybrid Architecture

“The unseen enemy is always the most fearsome.”

George R.R. Martin

I
n the previous chapters, we demonstrated the effectiveness of the hybrid framework in

enhancing generalization and robustness, applying it to both detection and classification

tasks. However, training a multi-class classifier presents limitations in real-world scenarios

when unknown out-of-set samples are encountered. However, classifiers that are designed

to recognize the classes they where trained on, can not analyze properly images from

classes that have never been seen, resulting in unreliable classification results. In this

chapter, we present a technique for classification with a rejection option, to address the

problem of classification of AI-based manipulations in an open-set setting. The same

method is also exploited for the attribution of AI-generated images.

More specifically, we improved the methodology in previous chapter by considering

ViT module. The proposed technique combines the use of a ViT with the hybrid ap-

proach for simultaneous classification and localization, described in the previous part of

the thesis (see Chapters 4 and 5). Specifically, the features used for the classification

are extracted by a CNN, and then a ViT module is used to exploit the correlation of

the feature maps, via a self-attention mechanism. To aid in the cases where the im-

ages are locally manipulated, the same features analyzed by the ViT-based classification

heads are also utilized by a localization branch via an FCN module, using the localization

mask to provide guidance during training (see Chapter 4). A dedicated module rejects

or accepts the samples based on the analysis of the output of the classification model.

In particular, following the general literature on Open Set Recognition, rejection is per-

formed by considering the maximum softmax probability (MSP) [160], the MLS [161],

and the OpenMax [158] approach. The use of ViT is motivated by a recent trend in

machine learning towards the use of this kind of architecture, which has been shown to

improve the performance of open-set classification compared to standard CNN architec-

tures [187, 188]. We validated the performance of the ViT-based hybrid architecture on

two tasks: facial attribute editing and synthetic image attribution. The results confirm

that our technique yields superior open-set performance without impairing the accuracy

in a closed-set setting, outperforming state-of-the-art methods.

This chapter first presents the ViT-based hybrid classifier with rejection in Section

7.1. Section 7.2 describes the experimental methodology and setting. The results and the
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Images

Editing tools Internet
broadcast

Figure 7.1 – Open set classification of AI image manipulations (with rejection option).

The figure refers to the case of facial manipulation classification. In the synthetic image

attribution task, classification is made among the manipulation/generative models.

comparisons with the state-of-the-art, for both the tasks of face editing classification and

synthetic image attribution, are reported and discussed in Section 7.3.

7.1 A ViT-based Hybrid Classifier for Open-Set Clas-

sification

The general problem of open-set classification of synthetic manipulation addressed in

this chapter is illustrated in Figure 7.1. For simplicity, we refer to the classification of

AI-based manipulations. The situation is similar in the case of open-set attribution, in

which case classification is made among the models used to produce the images instead

of the type of manipulation/editing applied. A classifier with a rejection option classifies

the type of manipulations among those known by the classifier (in-set manipulations)

while simultaneously rejecting out-of-set samples, that is, samples that were subject to a

different manipulation or generation procedure with respect to those in the in-set.

Below, we introduce the notation and formalism that we will follow in this chapter

(this notation will also be used in Chapter 9, where we present another approach for

classification with a rejection option). Formally, let x denote the input image and y be its

true label. If we let C be the number of in-set classes and Cl = {1, 2, . . . , C}, the model is

expected to return a label ŷ ∈ Cl for in-set samples, and a rejection label ŷ = < for samples

belonging to out-of-set classes. We sometimes need to refer to the closed-set prediction,

that is, the prediction of the classifier under the assumption that the analyzed sample is

an in-class one (e.g., before a rejection decision is made). Such closed-set prediction is
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Figure 7.2 – Overall architecture of the proposed method.

indicated by y∗. A localization mask IM associated with the manipulation is also provided

at the output of the system presented in Section 7.2.2, highlighting regions of interest (like

an attention mask).

7.1.1 Proposed architecture

The overall architecture of the proposed method is shown in Figure 7.2. The network

is composed of two branches for classification and localization, respectively. A ResNet50

network is used as the backbone for feature extraction. Following [16], a modification of

the original ResNet architecture is considered, where we removed the sampling operation

in the first convolutional layer of the network, setting the stride parameter to 1, with

the kernel size fixed to 3. The features are then input to a transformer-based module

performing the C-class classification and an FCN head for the localization, as detailed

below. Hence, in our scheme, the input sequence to the ViT is formed by the feature

maps of the CNN instead of raw image patches [26].

ViT-based classification module. Let fr denote the vector of extracted features.

Then, fr ∈ RHf×Wf×Df . The following preprocessing is applied before feeding the ViT

module. For a given patch size P , fr is first reshaped into a sequence of Np = HfWf/P
2,

P × P × Df patches. The special case P = 1 corresponds to the case when the input

sequence is obtained by simply flattening the spatial dimensions of the feature map and
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projecting it to the transformer dimension. The input sequence obtained after these

flattening layers is fp ∈ RNp×(P 2Df). Following the general procedure with ViT, patch

embedding is performed by mapping the image patches to Dp dimensions via linear pro-

jection. fe = fp ·Ep is the output, of shape of Np×Dp, obtained after the patch embedding

operation, where EP denotes the embedding matrix, Ep ∈ R(P 2Df)×Dp . A placeholder

data structure clstoken, used to store information extracted from other tokens in the se-

quence fe, is perpended to the beginning of the input sequence fe (randomly initialized).

Position embeddings Epos ∈ R(Np+1)×Dp are added to the patch embeddings to retain

positional information, thus getting the sequence of vectors {clstoken, fe}+ Epos, that is

then fed to a standard transformation encoder, like those used in natural language pro-

cessing. The transformer encoder is composed of Nb identical transformer blocks, each

one consisting of alternating layers of multi-headed self-attention (MHA) and multi-layer

perception (MLP) blocks, with a normalization layer applied before every block, followed

by residual connections after every block, see [26] for more details. Finally, a fully connec-

ted layer is attached to the transformer encoder, whose output is the predicted probability

vector p for the N enclosed classes.

FCN localization module. The extracted features fr are also input to an FCN in

charge of estimating the manipulation mask IM . The FCN consists of two convolutional

layers, a batch normalization layer, a ReLU layer and finally, a sigmoid layer to map the

values in the [0, 1] range. As we mentioned, the main reason for the introduction of the

localization branch is to guide the classification and force the network to focus on the

most significant parts of the image (Chapter 4).

The overall C-class classification architecture is trained end-to-end by minimizing a

combination of the CE loss, associated with the classification task, and the localization

MSE, respectively. Formally, L = λcls · CE(y, p) + λloc · MSE(IG, IM ), where IG de-

notes the ground truth localization mask, and λcls and λloc balance the trade-off between

localization and classification.

The impact of each part of the architecture, and in particular, the localization branch

and the ViT module, is assessed in the experiments. For the ViT, we considered Nb = 4

transformer blocks. Different patch sizes P of the ViT were considered in our experiments.

7.1.2 Rejection of out-of-set samples

In order to detect samples whose manipulations do not belong to the in-set, we con-

sidered three rejection strategies, two of which, namely MSP [160] and MLS [161], reject

the samples by analyzing the model output after or before the softmax activation layer,

respectively, and OpenMax [158].

With MSP and MLS, lower scores associated with the predicted class reflect the un-

certainty of the network prediction, providing evidence that the analyzed sample belongs

to an out-of-set class. Then, the final output of the classifier, ŷ, is obtained as follows

ŷ =

{
y∗, if ξ > ν

<, otherwise
(7.1)

where ξ = max(h), with h denoting the model output score (namely, the softmax prob-

ability, i.e., h = φ(x), in the MSP case, and the logit score, h = φ−1(x), in the case of
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Table 7.1 – Summary of the 19 editing classes (18 + ’None’).

Editing methods Edit types

PTI T0: None (Reconstructed)

InterfaceGAN
Expression (T1-T2): Smile, Not smile,

Aging (T3,T4): Old, Young

StyleCLIP

Expression (T5, T6): Angry, Surprised

Hairstyle (T7-T12): Afro, Purple hair,

Curly hair, Mohawk, Bobcut, Bowlcut

Identity change (T13-T18): Taylor swift, Beyonce,

Hilary clinton, Trump, Zuckerberg, Depp

MLS), and ν is a predefined threshold. When the OpenMax is adopted, the output of the

classifier is accepted, ŷ = arg max(h) if po < ν′, where po is the probability of the sample

being an outlier, estimated by the method, and ν′ is the decision threshold. Otherwise,

it is rejected (ŷ = <).

7.2 Experimental Setup

7.2.1 Datasets

We utilized the FAED v2 dataset, introduced in Section 2.4.3, to evaluate the designed

system. This dataset includes 5,993 real images, each edited to exhibit 18 different facial

attribute types. We remind that four facial attributes are edited with InterfaceGAN, and

14 facial attributes are edited with StyleCLIP. The ’None’ type corresponds to the case

of an image reconstructed with no editing (obtained via the PTI inversion method). We

exploited a pre-trained face parsing model [189] to group the various edited attributes into

four categories: expression, aging, hairstyle, and identity change. Table 7.1 provides an

overview of the dataset, where the editing types are grouped into the four categories, and

an identifier - used in the following to refer to them - is assigned to the editing types. In

addition, we also evaluated the performance of the system in an open-set synthetic image

attribution task and we considered five generative architectures, including StyleGAN2,

StyleGAN3, LSGM, Latent diffusion and Taming transformers presented in SIAD dataset

in Section 2.4.4.

7.2.2 Experimental setting

To train the model, we split the dataset of real images as follows: 4400 images were used

to generate the editing used for training, 1592 for those used for testing, for a total of

83600 (4400× 11) images for training and 30248 (1592× 19) for testing. Cross-validation

was implemented during training by randomly splitting the training set in 4000 × 11

images used for training and 400 × 11 images used for validation, every 10 epochs. The
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AfroOld Young Curly hairNone

Angry Surprised Hilary Clinton Zuckerberg

Figure 7.3 – Examples of images and masks from each category obtained for images

manipulated with different editing types. From left to right: ’None’, aging (2), hairstyle

(2), expression (2), identity change (2).

training was performed via Adam optimizer with learning rate 10−5 and batch size 32

for 100 epochs. The input size was set to 256×256×3. We ran comparison with the

state-of-the-art methods in the field of OSR, i.e., GCPL [116], RPL [163], ARPL [173],

CAC [164], PCSSR and RCSSR [168], mentioned in Section 6.1. All these methods were

trained using the code released by the authors on our dataset with default setting and

input size 224× 224.

As for synthetic image attribution, for each architecture, the images were split in

proportion 35000:5000:10000 for training, validation and testing, respectively. We trained

the model by using the same optimizer, learning rate and batch size detailed above, for

50 epochs.

In the case of the classification of GAN face editing, the manipulation was performed

locally and the localization branch was employed to guide the training. The localization

masks highlighting the regions of interest in the images used to train the model were

obtained based on the editing category (expression, aging, hairstyle, and identity change).

In particular, instead of following the approach adopted in Chapter 4 and 5, we decided

to use a different mask for every category and not specialize the mask on the editing

type. Based on some tests, a general semantic-related attention mask works better than
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a very detailed and fragmented mask (like the one obtained from the difference image).

In particular, we focused on the whole face area for aging editing while we considered the

hair region for hairstyle editing. For identity editing, the focus area covers the whole face

and hair since both of them are relevant in the characterization of identity. Finally, for

expression editing, the profiles of the mouth, eyes, eyebrows and nose are highlighted in

the masks by removing the corresponding segmented regions, which are highly related to

expressions. Figure 7.3 shows some examples of masks.

7.3 Results

In this section, we report and discuss the results we got for the classification of GAN

face editing and GAN attribution. Most of the experiments, in particular the comparison

with general state-of-the-art methods for OSR in machine learning, as well as an ablation

study on the impact of the various elements of the proposed architecture and parameters,

are reported for the former case. This is the case, in fact, where all the components of

the ViT-based hybrid network are considered, including the localization branch.

7.3.1 GAN face editing classification

We carried out our experiments by considering 10 different configurations of in-set and

out-of-set editing types, referred to as Config F0-F9. In each case, 11 editing types are

considered in the in-set classes, while the remaining 8 are treated as out-of-set. Table 7.2

reports Config F0-F4 configurations, with the ’None’ class always included as in-set (the

identifiers of the editing types are reported). Configurations Config F5-F9 are obtained

from Config F0-F4 by switching the first in-set and out-of-set type, hence with the ’None’

class in the out-of-set.

Table 7.2 – Splitting of editing types considered in the various configurations.

Configs In-set Out-of-set

F0
T0, T2, T3, T5, T6, T7

T8, T9, T13, T14, T15

T1, T4, T10, T11

T12, T16, T17, T18

F1
T0, T1, T2, T5, T6, T13

T14, T15, T16, T17, T18

T4, T3, T7, T8

T9, T10, T11, T12

F2
T0, T1, T2, T5, T6, T7

T8, T9, T10, T11, T12

T4, T3, T13, T14

T15, T16, T17, T18

F3
T0, T1, T2, T3, T4, T11

T12, T13, T14, T15, T18

T5, T6, T7, T8

T9, T10, T16, T17

F4
T0, T1, T3, T4, T6, T10

T12, T15, T16, T17, T18

T2, T5, T7, T8

T9, T11, T13, T14

Table 7.3 reports the closed-set performance (Accuracy) and the open-set performance

(AU-ROC) for the various configurations, achieved with the three rejection strategies.

The average accuracy of the classification on the samples belonging to the C = 11 known
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Table 7.3 – Performance in closed-set and open-set settings, using different rejection

strategies, for different configurations (F0-F9). The Accuracy is reported for closed-set,

while the AU-ROC (%) is reported for open set.

Configs F0 F1 F2 F3 F4

Closed-set 88.99 94.68 87.03 94.34 95.25

Open-set

MSP 79.35 79.63 71.49 84.54 83.97

OpenMax 81.83 81.89 81.39 74.86 81.34

MLS 85.34 91.36 78.34 91.98 89.75

Config F5 F6 F7 F8 F9

Closed-set 92.65 95.51 89.24 94.94 95.94

Open-set

MSP 82.29 87.29 75.50 84.49 83.30

OpenMax 78.62 86.20 83.72 85.00 83.73

MLS 88.05 95.23 82.43 93.13 91.77

classes is 92.86%. Regarding the open-set performance, the MLS is the strategy that

gives the best results. In particular, with MLS, we got AU-ROC = 88.74% on average,

in contrast to 81.19% and 81.86% for MSP and OpenMax, respectively. Notably, the

configurations for which we achieved the best closed-set performance correspond to those

performing better in the open-set scenario. Therefore, in the following, unless stated

otherwise, we report the results of the MLS.

In Figure 7.4, we report an example of predicted masks in the various cases for the

Config-F0 configuration. Although the localization has been considered only to supervise

the training, like an attention mechanism, and not for localization purposes, by looking

at the figure, we can observe that in many cases, the method is able to produce similar

masks, namely masks with a similar white region (the focus of attention), for both in-set

and out-of-set images, for editing types belonging to the same category (see Table 7.1).

This indicates that the network tends to look at areas of the image that are most relevant

for the discrimination of the manipulation.

The comparison of the proposed method with state-of-the-art algorithms proposed for

OSR in general deep learning literature is reported in Table 7.4 for the configurations F0,

F3 and F4. We see that the proposed method achieves the best results in all the cases on

both closed and open sets scenarios. In particular, our ViT-based hybrid algorithm gets

an AU-ROC of 85.34%, 91.98% and 89.75% in Config F0, F3 and F4, respectively, with

an improvement with respect to the best-performing method from the state-of-the-art

always larger than 4% in terms of both accuracy and AU-ROC. It is worth observing

that all these methods have been proposed to address general problems of OSR in deep

learning and adopted for common image classification tasks and object recognition, e.g.

MNIST or CIFAR classification. Hence, they are not designed for forensic problems and,

in particular, manipulation classification tasks, where the classification often relies on the

analysis of subtle traces, and the goal in the open set scenario is to be able to reveal
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Orig Not_smile Surprised        Afro   Angry Purple_hair Taylor_swift Beyonce   Curly_hair Hilary_clinton

Old Bobcut Bowlcut Depp Mohowak Trump Zuckerberg Smile Young  

Figure 7.4 – Example of localization masks for the 18 editing types. Predicted (top)

and ground truth (bottom) masks are visualized. The masks in the red box refer to the

out-of-set editing types.

Table 7.4 – Comparison with state-of-the-art methods. Results are reported for the Config

F0, F3 and F4 configurations.

Methods
F0 F3 F4

Closed-set Open-set Closed-set Open-set Closed-set Open-set

Accuracy (%) AU-ROC (%) Accuracy (%) AU-ROC (%) Accuracy (%) AU-ROC (%)

GCPL [116] 73.72 73.25 40.93 69.46 43.16 65.48

RPL [163] 74.43 76.21 70.19 81.46 65.76 71.18

ARPL [173] 82.64 81.73 87.80 84.93 90.7 79.89

CAC [164] 77.86 74.95 83.33 78.57 85.09 77.63

PCSSR [168] 84.10 74.49 90.79 85.42 92.25 83.63

RCSSR [168] 83.70 72.95 90.60 86.87 91.67 85.32

Prop. 88.99 85.34 94.34 91.98 95.25 89.75

unseen alterations of similar content or the presence of different fingerprints.

Ablation Study

We conducted an ablation study to investigate the effects of the patch size P used in

the ViT module and to validate the effectiveness of each component of the proposed

architecture.

Impact of Different Patch Sizes. Figure 7.5 shows the results obtained by using

different patch sizes P , namely P = 1, 2, 4 and 8 (the legends report the P setting in

brackets). We see that increasing the patch size, up to P = 4, is beneficial for both

closed-set and open-set performance. However, when the patch size increases further,
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Figure 7.5 – Ablation study on the impact of patch size P of ViT under various config-

urations. Vertical bars show closed-set Accuracy, while the line plots show the AU-ROC

for open-set.

namely, above 4, results do not improve, and actually, a performance drop is observed

(around 1.6% in Accuracy and 2% in AU-ROC on average). Then, from our experiments,

with P = 4 the ViT achieves the best trade-off between the exploitation of the spatial

and the feature maps correlation.

Impact of Different Architectures. Figure 7.6 compares the results achieved by the

proposed architecture, including the ViT module for the classification and the localization

branch (ResNet50+Vit+FCN), with those achieved by the same method by removing the

FCN (ResNet50+Vit), and those of the baseline ResNet50, where the standard ResNet50

is used for the multi-class classification. In this case, the rejection is performed in a

similar way by analyzing the output layer of the last FC of ResNet50 before the softmax

(MLS). A significant performance gain is obtained by the proposed method in all the

configurations. In particular, by combining the use of ViT for processing the feature

maps with the hybrid approach, we got a gain of up to 10% in Accuracy and 9% in

AU-ROC.

7.3.2 Synthetic image attribution

In this section, we report the results we got for open-set image attribution using SIAD

dataset. Given that we focused on fully-synthesized images, we excluded the localization

branch from the architecture. Therefore, these experiments only validate the effectiveness

of the ViT-based architecture and the sample rejection strategy. Experiments were carried

out by considering 4 different splittings of the 5 architectures. Table 7.5 illustrates the
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Figure 7.6 – Performance in closed-set (left) and open-set (right) for different configura-

tions (F0-F9).

in-set and out-of-set architectures for each configuration.

Table 7.6 shows the closed-set and open-set performance achieved by the proposed

architecture (ResNet50+ViT) in all the configurations. The results of the baseline are

also reported (ResNet50). We see that the advantage we got with respect to the baseline

is even bigger in this case than for face editing classification. In particular, when the

rejection strategies are mounted on top of the baseline architecture, that is, by considering

the features extracted by a standard ResNet50 classifier for the analysis, the rejection
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Table 7.5 – Dataset configurations for attribution task.

Config-S1 Config-S2 Config-S3 Config-S4

In-set
LSGM, StyleGAN2

Taming transformer

StyleGAN2, StyleGAN3

Latent diffusion

LSGM, StyleGAN2

StyleGAN3

LSGM, StyleGAN2

Latent diffusion

Out-of-set
StyleGAN3

Latent diffusion

LSGM

Taming transformer

Taming transformer

Latent diffusion

StyleGAN3

Taming transformer

Table 7.6 – Results on synthetic image attribution task.

Configs Method
Closed-set

(Accuracy %)

Open-set (AU-ROC %)

MSP OpenMax MLS

S1
ResNet50 97.76 77.23 64.60 76.32

ResNet50+ViT (prop) 99.86 92.73 92.70 92.72

S2
ResNet50 78.26 39.90 33.40 43.40

ResNet50+ViT (prop) 82.38 72.49 65.02 70.39

S3
ResNet50 92.80 78.78 57.83 69.82

ResNet50+ViT (prop) 98.56 82.74 78.13 83.31

S4
ResNet50 81.82 67.43 61.66 69.98

ResNet50+ViT (prop) 94.61 90.31 93.56 93.60

performance is very poor, with an AU-ROC lower than 70% in most cases. Our method

instead can achieve a much higher AU-ROC going above 90% for Config-S1 and Config-S4.

Under the Config-S1 and Config-S2 configurations, the results are worse. We observe that

these configurations include both StyleGAN2 and 3 in the training set, hence resulting in

a lower diversity of the in-set dataset, which might be the reason for the worse capability

to handle the open-set scenarios. Finally, we observe that, as before, the MLS is the

strategy that gives the best average performance, even if the 3 rejection strategies work

very similarly. These results confirm that the features extracted with our architecture

are representative and allow a good characterization of the various architectures, yielding

good discrimination also in the open-set scenario.

7.4 Summary

In this chapter, we made a first step to address the issue of open-set classification of

AI-manipulated images in the wild. Specifically, we have presented a ViT-based multi-

class classifier with a rejection option that suppresses predictions for unknown out-of-

set manipulations. The architecture enhances the correlation among patches via a ViT

module using a self-attention mechanism and avoids the need for multiple training of

models in Chapter 5. To reject unknown out-of-set samples, we have considered various

methods, including analyzing the output logit scores and the probabilities and estimating

the outlier probability. We validated the effectiveness of our classifier with rejection on



i
i

i
i

i
i

i
i

7.4. Summary 95

facial attribute editing classification and synthetic image attribution by comparing it with

state-of-the-art methods. The best open-set results were achieved by using the logit score.

While the method described in this section, achieves superior open-set performance

compared to state-of-the-art approaches, there is still room for improvement, particularly

in the attribution task, where the open-set performance varies across different config-

urations. Additionally, the classifier’s response to both in-set and out-of-set samples

in open-set scenarios remains an open question. For instance, a verification framework

could also be suitable for the attribution task. In the upcoming chapters, we consider

these issues by verifying the benefits of the adoption of a verification framework for the

attribution task (Chapter 8), and by introducing a novel open-set rejection framework

based on the concept of backdoor attacks (Chapter 9).
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Chapter 8

A Siamese-based Verification System for
Attribution of AI-generated Images

“Whenever we proceed from the known into the unknown, we may hope to understand,

but we may have to learn at the same time a new meaning of the word

’understanding.”

Werner Karl Heisenberg

Adressing the synthetic image attribution in open-set setting is very challenging. In

particular, discriminating between in-set and out-of-set (never seen) samples by

relying on in-set features, as done with the classification with rejection approach adopted

in the previous section, is often hard. In this chapter, we adopt a different approach to

open-set image attribution, treating such a task as a verification task. In particular, given

two generated (fully synthetic) images, we ask the system to decide whether they have

been produced by the same generative architecture or not. We also consider a slightly

different setting, where the system is asked to verify a claim about the architecture used

to generate a given generated image by relying on multiple reference images produced

by the claimed architecture. The verification approach has a significant advantage with

respect to classification with rejection class, which is not able to provide any information

about out-of-set architectures, other than recognizing that they do not belong to the set

used for training.

The system we have developed is based on a Siamese Network architecture with an

EfficientNet-B4 backbone, trained in two phases: in the first phase we focus on the feature

extraction part, while in the second one, we train the final decision layers.

This chapter is organized as follows: in Section 8.1, we describe the verification frame-

work and its architecture. In Section 8.2, we describe the dataset and the methodology,

including the training procedure and the verification protocol. The results of the experi-

ments we carried out to validate the effectiveness of the verification system are discussed

in Section 8.3.

8.1 Proposed Verification System

The proposed verification system for synthetic image attribution is illustrated in Figure

8.1. The following verification scenarios are considered:

• Given two input images x and q, verify whether they are produced by the same

architecture or not (input pair verification).
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• Given an input image x and a claim on the generating architecture, verify whether x

has been produced by the claimed architecture or not (claimed-based verification).

In the first scenario, the system is fed with the input pair (x, q). The true label

y associated with the input pair is equal to 0 if x and q have been generated by the

same architecture, 1 otherwise. By indicating with ŷ the output of the system, and with

p(x, q) the probability score, we have ŷ = 0 if p(x, q) < 0.5, ŷ = 1 otherwise. In the

second scenario, the verification works by considering one or multiple reference images

qj generated by the claimed architecture (of type j) and feeding the system with the

resulting pairs. In the multiple-reference case, given a set of references Dr, all the pairs

(x, qji), qji ∈ Dr, are tested, and the final decision (Yes/No) is taken by fusing the outputs

according to a fusion strategy. In our experiments, we considered both majority voting

and score-level fusion. The latter gave the best performance. In particular, the best results

were achieved by considering the minimum probability score. The proposed verification

framework naturally works in an open-set scenario, where one of the two inputs or both

inputs come from an architecture that has not been used for training (with reference to

the second verification scenario, either the input x, or the claim, or both, may come from

an unknown architecture).

Verification system Same/Different

input-pair verification

Verification system

Verification system

Verification system

Verification system

.

.

.

.

.

.

Score Function Yes/No

.

.

.

.

.

.

.

.

.

.

.

.

claim-based verification (claim type j)
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Verification system

Verification system

Verification system

Verification system

.
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.
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.
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.

.

.
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.

.

.

.

.

.

.

.

claim-based verification (claim type j)

Figure 8.1 – Verification scenarios considered in this chapter.

The system we are considering to address the tasks described in Figure 8.1 relies on an

SN architecture (see Figure 8.2). It consists of two parts: the feature extraction part and
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Flatten

Flatten

EfficientNet-B4

Absolute
distance

Dense layer Normalization layer

Sigmoid activation layer

Figure 8.2 – High-Level Architecture for the verification task.

the decision-making part. Feature extraction is performed by an SN using EfficientNet-

B4 as a backbone for both branches. The input image size for each branch is 380× 380.

The output of each branch is flattened and then fed as input to a dense layer with size

input neurons. The feature embedding, then, consists of 512 elements. The features are

input to a normalization layer, and then the point-wise absolute distance between the

two output vectors is computed. The distance vector enters the decision-making network,

consisting of three consecutive dense layers of sizes 256, 64, and 1, respectively. The

final probability scores are obtained by inputting the output of the last dense layer into

a sigmoid activation layer. In our experiments, we also tried other backbone networks

to implement the Siamese branches, namely ResNet and SWIN transformers [42]. While

we got perfect results with all these networks in the closed-set setting, the EfficientNet

backbone is the one giving the best result in the open-set setting.

8.2 Methodology

In this chapter, we used an extended version of SIAD, namely SIAD v2, consisting 10

generative architectures (5 more than SIAD, see in Section 2.4.4 for the details). Starting

from this pool of architectures, three different splittings of in-set and out-of-set architec-

tures were considered, with 5 in-set and 5 out-of-set architectures each, named Config-S1,

Config-S2, and Config-S3. The details of the splittings are reported in Table 8.1. We

observe that in the first and second configurations, a mixture of GANs, diffusion architec-

tures, and transformers were considered as in-set, while in the third configuration, only

GANs are included as in-set architectures. The in-set architectures are used to train the

Siamese verification network, while the out-of-set architectures are only considered for

testing. For each in-set architecture, we considered 48,000 images, split into training,

validation, and testing sets according to the proportion 45000:2500:500. For each out-of-

set architecture, 500 images were considered for testing. Figure 2.8 shows an example of

generated images for every architecture. To produce the images, we used the pre-trained

models released by the authors in the online repositories.
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Table 8.1 – Dataset splitting information. Architectures split (in-set and out-of-set) con-

sidered in our experiments.

Domain S1 S2 S3

In-set
FFHQ

Latent diffusion,

Taming transformers,

StyleGAN2-f

StyleGAN2-f,

Latent diffusion

StyleGAN2-f,

StyleGAN3

CelebA

Latent diffusion,

Taming transformers,

DDPM, BEGAN

BigGAN, ProGAN,

Latent diffusion, LSGM

ProGAN, BEGAN,

BigGAN

Out-of-set
FFHQ StyleGAN3, StarGAN2

StyleGAN3,

Taming transformers

Latent diffusion,

Taming transformers

CelebA LSGM, ProGAN, BigGAN

Taming transformers,

BEGAN, DDPM,

StarGAN2

Latent diffusion,

Taming transformers,

LSGM, DDPM,

StarGAN2

8.2.1 Siamese network training

We trained three different SN-based verification models, one for each configuration of in-

set and out-of-set architectures, namely Config-S1, Config-S2, and Config-S3. The models

were trained on a dataset of paired inputs, corresponding to images produced by the same

or different architectures, hereafter referred to as positive and negative pairs. For every

configuration, the dataset is built from the in-set training dataset as follows: each image

is coupled with another image from the same architecture to build a positive pair, and

another image is selected randomly from a different architecture to build a negative pair.

In this way, the SN is trained on a balanced dataset. Specifically, the training dataset is

made up of 45,000 × 5 (no. of images per arch × no. of the in-set arch) negative pairs

and the same number of positive pairs for a total of 450,000 pairs.

In all cases, training was carried out in two distinct phases: the feature extraction

phase and the decision phase. In the first phase, the two SN branches are trained for

100 epochs, starting from an EfficientNet-B4 model pre-trained on ImageNet, with Adam

optimizer and learning rate equal to 0.0001, using the early stopping condition. The

network is trained by using a contrastive loss [190], defined as

L = (1− y) · d2E + y · [max(0, dm − dE)]2, (8.1)

where dE is the Euclidean distance between the output of the branches of the SN (embed-

dings), and dm is a margin hyperparameter that enforces a minimum distance between

the two embeddings. We set dm to 1 in the experiments. The contrastive loss enforces the

embeddings of the images in the latent space to be far away whenever the images come

from different architectures and close to each other when they belong to the same archi-

tecture. Augmentation is performed during training. In particular, we considered JPEG

compression, random color transformations (brightness, contrast, saturation, and hue),
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and random flip. The JPEG compression factors are randomly selected within the range

[70,100]. Additionally, for saturation, a random factor between 0.5 and 1 is employed,

while the hue is adjusted using a random factor between -0.2 and 0.2. Similarly, bright-

ness undergoes modification with a random factor between -0.2 and 0.2, and contrast is

adjusted with a random factor between 0.2 and 0.5. Each type of augmentation is carried

out with an independent probability of 0.3. Therefore, an image can be subject to one

or more augmentations from the list, being also possible that all augmentations be ap-

plied simultaneously. Once the embeddings have been obtained, in the second phase, the

weights of the feature extraction network are frozen, and the three dense layers following

the normalization and the absolute distance layer, which is responsible for the decision,

are trained. A binary cross-entropy loss is used to train these layers (decision-making

network). The layers are trained for 20 epochs with Adam optimizer and a learning rate

equal to 0.0001, with early stopping condition.

8.2.2 Testing procedure

We evaluated our system by considering two testing scenarios: one-vs-one and one-vs-

many. In the one-vs-one case, each input image in the test set is paired with images

generated by the 10 architectures (5 in-set, 5 out-of-set), chosen at random from the

test set, thus getting a total of 5000×10 (10% positive pairs and 90% negative pairs).

Then the SN-based model is evaluated on those pairs. The one-vs-one tests measure the

performance of the system in the input-pair verification scenario depicted in Figure 8.1,

and in the claim-based verification scenario, when only one (random) reference is used to

verify the claim.

The one-vs-many test setting measures the performance of the system in the claim-

based verification scenario when multiple references are available. In our experiments, we

considered 100 reference images. Given a test input image and a claim on the architecture

(10 possible claims are considered corresponding to all the architectures) - say Type j, we

paired each input image with Dr = 100 reference images from the claimed architecture.

The reference images are randomly selected from the test set. The final decision is taken by

considering either the mean or the minimum probability score (the latter resulting in the

best results). Formally, we consider, respectively, the statistic (1/|Dr|)
∑

i∈Dr
p(x, qji),

and mini∈Dr p(x, qji).

8.2.3 Comparison with classification approaches

Given that the verification framework proposed in this chapter is a novel one, no baseline

and state-of-the-art methods could be considered for comparison. In order to show the

good capabilities of our system to learn good embeddings for the attribution task, we

exploited the SN-based verification model inside a classification framework and ran a

comparison with existing methods for the classification of synthetic attribution in an

open-set scenario. In particular, for every configuration of in-set/out-of-set architectures

in Table 8.1, we built a classifier with rejection as follows:

• We chose one representative image for every in-set architecture. Specifically, we
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considered the cluster centroid of the validation sub-dataset (corresponding to the

architecture);

• The input image is paired with the 5 representative images obtained at step 1, and

the SN-based architecture is tested with these pairs;

• The pair associated with the minimum score is chosen as the output fo the classifier.

Formally, let zj , j = 1, .., 5 denote the 5 centroid images. Given a query image x, the

final classification score associated with x is minj=1,···5 p(x, zj) and the decision is made

for the closed-set architecture i∗ that achieves the minimum. Rejection is performed by

exploiting the MSP approach [191]. According to MSP, a low confidence in the predicted

class reflects the uncertainty of the network prediction, providing evidence that the input

sample belongs to an out-of-set class. Then, given a threshold ν, the output of the

classifier j∗ is accepted if p(x, zj∗) < ν (lower scores correspond to higher confidences for

the ’Same’/’Yes’ class in our case), rejected otherwise.

8.3 Experimental Results

In this section, we report the performance of the proposed system in the closed and open-

set cases and the results of the generalization tests, when unknown models are considered

for the same in-set architectures. Finally, we report the comparison results, obtained by

considering the classification with the rejection system described in Section 8.2.3.

8.3.1 Verification results

The results in the one-vs-one setting are reported and discussed below. In Table 8.2,

we report the Accuracy of the verification task in the closed-set scenario, when x and q

are produced by in-set architectures, for the 3 configurations. These results show that

in the closed-set scenario perfect verification (ACC = 1) can always be achieved by our

system. The verification performance in the closed and open-set settings are reported in

Table 8.3 for each architecture, that is for q belonging to each of the 10 architectures.

The average AU-ROC and the probability of correct detection for a Pd@5% score on test

set, are reported for each architecture. The average is computed for the negative pairs

over both in-set and out-of-set architectures (9 architectures in total). We observe that

the results corresponding to in-set architectures refer to a mixture of closed and open-set

scenarios, given that q may either belong to an in-set or out-of-set architecture (with

probability 50%). In other words, at least one input of the pair comes from the in-set

architectures in this case. Instead, the results for out-of-set architectures always refer

to the open set scenario, where at least one input of the pair, or both, (with probability

50%), are generated by out-of-set architectures. By looking at this table, we see that when

at least one of the two inputs comes from a known architecture, the verification is perfect

or almost perfect. In particular, focusing on Config-S1, we see that the AU-ROC is 1 in

4 out of 5 cases (in which the Pd@5% is also perfect) and 0.94 in the other case. Similar

results are observed in the other configurations. The verification performance decrease,
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still remaining pretty good, in cases where at least one or both inputs come from unknown

architectures (out-of-set architectures). Overall, similar behavior and results are obtained

in the three configurations.

Table 8.2 – Closed-set verification results (Accuracy %).

Config-S1 Config-S2 Config-S3

Accuracy 100 100 100

Table 8.3 – Verification results (AU-ROC (%) and Pd@5% (%)) in closed and open-set.

The cells with green backgrounds indicate in-set architectures, while the white back-

grounds indicate out-of-set architectures.

Config-S1 Config-S2 Config-S3
Generating Architecture

AU-ROC Pd@5% AU-ROC Pd@5% AU-ROC Pd@5%

Latent Diffusion 100 100 100 100 91 76

DDPM 94 74 85 68 91 80

Taming transformers 100 100 88 72 84 66

StyleGAN2 100 100 100 100 100 100

BEGAN 100 99 95 79 100 100

StyleGAN3 90 81 90 81 97 92

LSGM 84 68 100 98 70 34

StarGAN v2 88 72 84 68 89 80

BIGGAN 95 79 90 74 92 79

PROGAN 85 68 100 100 100 100

In Table 8.4, we report the average results for all configurations. The total AU-ROC is

averaged over all the possible pairs of inputs, hence considering all the pairs’ combinations

(in-set vs in-set, in-set vs out-of-set, out-of-set vs in-set, and out-of-set vs out-of-set). The

open-set AU-ROC instead is computed by considering only the out-of-set vs out-of-set

pairs (fully open set), while the closed-set AU-ROC is computed over the in-set vs in-set

pairs. The results show that Config-S1 shows better results in the open-set scenario. We

observe that in this configuration, the out-of-set set contains (mostly) GAN architectures

and a diffusion-type architecture (LSGM), that are also present in the in-set. This is not

the case in the other configurations where, for instance, transformers in Config-S2 and

both diffusion models and transformers in Config-S3 are only considered as out-of-set,

without any of these types of architectures included in the in-set set.

In Table 8.5, we report the average results of the tests one-vs-many, for all the con-

figurations. In all the cases, a slight improvement is observed when the minimum score

is considered, compared to the case of one reference only, while the mean score case only

improves in a few cases. These results show that using multiple random references for

the verification improves the results only slightly. A possible reason is that all the fea-

ture vectors for a given architecture tend to cluster close to each other, yielding a similar

verification result.
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Table 8.4 – Total, open-set and closed-set AU-ROC (%).

Config-S1 Config-S2 Config-S3

Total AU-ROC 95 93 93

Open-set AU-ROC 92 81 85

Closed-set AU-ROC 100 100 100

Table 8.5 – Total, open-set, and closed-set AU-ROC (%) in the one-vs-many setting.

Config-S1 Config-S2 Config-S3

Mean Min Mean Min Mean Min

Total AU-ROC 95 96 94 94 94 94

Open-set AU-ROC 92 94 78 84 87 85

Closed-set AU-ROC 100 100 100 100 100 100

8.3.2 Generalization tests

We also conducted some generalization tests to validate the robustness of the proposed

system when faced with ”unknown” models within various in-set architectures. This

provides evidence that the system works as expected, attributing images to specific archi-

tectures rather than individual models. Specifically, we examined models from the in-set

architectures that were trained: i) on a different dataset of pristine images; ii) using a

different training methodology; and iii) using different training configurations.

For case i), we examined a system trained under Config-S1, focusing on the Taming

Transformers architecture. Throughout the training process of the Taming Transformers,

we used images exclusively from pre-trained models trained on FFHQ. During the testing

phase, we intentionally formed pairs generated by Taming Transformers pre-trained mod-

els trained on either FFHQ and CelebA. Notably, the system demonstrated a remarkable

performance by accurately classifying these images, and correctly identifying them as

being generated by the same architecture. Additionally, when paired with images from

different architectures, the system classified them as distinct.

In case ii), we tested a system trained across all configurations on StyleGAN2-

ada [192], which employs an adaptive discriminator augmentation mechanism for train-

ing stability in limited data regimes (while our system was originally trained only with

StyleGAN2-f). Lastly, for case iii), we evaluated a system trained in Config-S3 using a

StyleGAN3 model obtained through retraining on unaligned high-resolution faces (FFHQ-

U).

In all generalization tests, positive pairs were formed by pairing images from the

unknown models with random images from the same architecture (known models), while

negative pairs were created by pairing images from unknown models with random images

from different in-set architectures. The results presented in Table 8.6 demonstrate that

the system consistently generalizes well in all scenarios, always achieving an AU-ROC

and Accuracy of 100.
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Table 8.6 – Results with models trained with different datasets, parameters, and training

procedure (in the models’ names the number refers to the image resolution)

Architecture Mismatch Train model(s) Test model(s) AU-ROC (%) Accuracy (%)

Taming Transf

Config-S1
Dataset FFHQ CelebA 100 100

StyleGAN2

Config-S1

Training

Methodology
StyleGAN2-f StyleGAN2-ada 100 100

StyleGAN2

Config-S2

Training

Methodology
StyleGAN2-f StyleGAN2-ada 100 100

StyleGAN3

Config-S3
Configurations

StyleGAN3-

(t-1024/t-u256/r)

StyleGAN3-

t-u1024
100 100

StyleGAN2

Config-S3

Training

Methodology
StyleGAN2-f StyleGAN2-ada 100 100

8.3.3 Comparison results

In this section, we report the results of the experiments that we run considering a classifier

built by starting from the proposed verifier, as detailed in Section 8.2.3. This system is

compared with the PCSSR and RCSSR method and the ResViT method described in

Chapter 7 for the classification of synthetic manipulation and attribution in open-set

settings. All these methods perform classification with a rejection option. Table 8.7

reports the closed-set performance (Accuracy) and the AU-ROC measuring the rejection

performance. The results show that the proposed classifier is the one obtaining the best

average performance in all three configurations of in-set and out-of-set architectures, with

a perfect Acc and an AU-ROC gain, which is about 8% on the average over PCSSR and

RCSSR, and 11% over ResVit in Chapter 7. These results show the superior capability

of our method to produce characteristic embeddings for the various architectures. Once

again, we stress that we considered this framework only for comparison purposes. Indeed,

the capabilities of the verification system that we proposed in this chapter in the open-set

scenario are not limited to sample rejection, given that our system can provide the same

functionality in both closed and open-set scenarios.

Table 8.7 – Comparison of closed-set (Accuracy %) and open-set (AU-ROC %) perform-

ance of the classifier based on our SN-based model with state-of-the-art classifiers.

ResViT (Chap. 7) PCSSR [168] RCSSR [168] Prop.

Accuracy 99 99 99 100
Config-S1

AU-ROC 79 84 83 82

Accuracy 99 99 99 100
Config-S2

AU-ROC 76 74 75 82

Accuracy 99 99 99 100
Config-S3

AU-ROC 68 66 64 83
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8.4 Summary

In this chapter, we have described a novel verification framework to address the problem

of synthetic architecture attribution in open set conditions. We have considered two

verification cases according to whether the generative architecture of the analyzed image

is claimed as known or not. Unlike the adoption of classification with rejection option,

verification offers the advantage of determining whether two given images have been

produced by the same architecture, regardless of whether the generating architecture

was during the training. The experiments we ran demonstrate the good performance of

our system in both closed and open-set settings, when different mixtures of generative

architectures are considered as in-set and out-of-set.

We also demonstrated the potential use of the SN-based verification model as a clas-

sifier with a rejection class. This indicates that verification could be a good option to

solve the open-set problem. In this case, a novel class can be added to the classifier by

comparing the similarity between the query image and the claimed images when a few

out-of-set samples are provided and claimed. Of course, this requires the model to see

more data from different domains (face and non-faces), which is not considered in this

thesis and should be definitely addressed in the future.
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Chapter 9

BOSC: A Backdoor-based Framework for
Open Set Synthetic Image Attribution

“Never attack an idea you don’t understand, ego hates being ignorant;

so it often attacks new ideas.”

Aniekee Tochukwu Ezekiel

I
n this chapter, we introduce a novel framework, named Backdoor-based Open-set Clas-

sification (BOSC), for multi-class classification with a rejection option, based on the

concept of backdoor attacks. BOSC works by purposely injecting class-specific triggers in-

side a portion of the images of the training set to induce the network to establish a match

between class features and trigger features. The behavior of the model with respect to

samples with triggers is exploited at test time to perform sample rejection, leveraging on

the fact that a proper match can be found for samples of in-set classes, while it can not be

found for samples coming from classes not included in the training set. The idea behind

BOSC is a general one and, in principle, can be applied to any task, although different

tasks may require the adoption of different triggers in order for the method to work well.

In this thesis, we apply the BOSC framework to open-set synthetic image attribution.

To validate the effectiveness and generality of the method, we also run some experiments

on the classification of synthetic facial attributes. Experiments confirm the good perform-

ance of BOSC in various settings, including robustness against image post-processing. A

possible reason for such robustness is the following: since the trigger is applied as in-

put pre-processing before feeding the samples to the network, only the class features are

weakened by the processing operation while the trigger features are not affected, and the

matching between the trigger and the class is preserved.

This chapter is organized as follows. We begin with an introduction to backdoor at-

tacks in Section 9.1, which is necessary to understand the rest of the chapter. The BOSC

framework is described in Section 9.2. Section 9.3 reports the experimental methodology

and setting. The results of the experiments on synthetic image attribution and the com-

parisons with the state-of-the-art are discussed in Section 9.4. Finally, Section 9.5 reports

the experiments that we run on the classification of facial editing. Section 9.6 draws some

final conclusions.

9.1 Backdoor Attacks in a Nutshell

Backdoor attacks against deep neural networks are a particular type of training time

attacks, where a hidden behavior (backdoor) is inserted in the model during the training
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phase to gain unauthorized access to a system at operating time.

A backdoor attack works by injecting a pattern, known as a trigger, into (a subset

of) the images used during training, inducing the trained model to exhibit a malicious

behaviour, e.g. predicting a wrong predefined class, when fed with images containing

the trigger, while continuing to operate as expected on normal inputs. Early methods

relied on triggers that can be easily recognized by visual inspection [193], prompting

subsequent research to focus on enhancing the stealthiness of backdoor attacks. Recent

advancements in this field can be categorized into two main approaches: those employ-

ing invisible triggers and those relying on natural triggers. Some works have focused on

generating imperceptible perturbations as backdoor triggers [194–197], aiming to min-

imize the difference between the original images and the images containing the trigger.

Other approaches involve changing the style of images as triggers, aiming to make them

appear natural and less suspicious [198–201]. Techniques such as leveraging natural re-

flection phenomena [198], applying Instagram filters [199], utilizing generative adversarial

networks [200], and warping-based image transformations [201] have also been proposed.

To combat this threat, defense techniques have also been developed [202–204]. Several

threat models can be defined depending on the knowledge available to the attacker and

the defender and his/her capability [29], which can be used to guide the development of

effective defense techniques.

In our work, the concept of backdoor attack is exploited for a completely different

purpose, and the backdoor behaviour is injected by the model owner during training and

exploited at operation time by the forensic analyst for open-set classification. Therefore,

the visibility of the trigger is not an issue and strong patterns can be used to facilitate

the activation of the desired backdoor behaviour.

9.2 BOSC System

9.2.1 Backdoor-based classification with rejection class

The idea behind the system we propose is described in the following. A specific trigger

image is associated with every in-set class. Then, a subset of the training images of each

class is tainted by injecting the trigger image of the class into the training images. The

tainted images are labeled as belonging to an additional backdoor class, whose label is

equal to C + 1. When trained on the tainted dataset, the network learns to recognize the

presence of the triggers and to associate the simultaneous presence of class and trigger

features with the backdoor class. Note that we require that the backdoor class is activated

only when the trigger matches the class it is associated with. If the trigger associated

with i is injected into an image belonging to class j (i 6= j), the network should correctly

classify the image as belonging to class j. For the rest, the network is expected to work

normally on images without the trigger. We argue that for out-of-set images, none of

the triggers matches the image features, and hence, the backdoor class is never activated,

thus allowing the system to distinguish in-set and out-of-set images.

With these ideas in mind, the pipeline of BOSC is shown in Figure 9.1. In the

injection stage (Figure 9.1(a)), a portion of the samples in the training set is tainted by
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Figure 9.1 – BOSC pipeline. (a) Training with tainted data: a subset of the samples

are tainted with the triggers (trigger injection phase). When the trigger matches the

sample class, the label is modified to C + 1 (red triangle, C = 5 results in target class

6); otherwise, keep the label unchanged (green triangle). The network is then trained

with tainted data and clean data (training phase). (b) Inference Stage: the test input is

analyzed by the trained model by superimposing to it all the C triggers (e.g., C = 5).

The output is a matrix with all the predictions (the figure refers to the case of 5 closed-

set classes). The open set score is computed from this output matrix. When the score

exceeds a predefined threshold, the prediction is made by relying on the prediction made

on the clean test image. Otherwise, the sample is rejected. Cartoon images are used as

trigger images. In the figure, trigger ti is matched with the i−th generative model (GM)

class.

superimposing class-specific triggers to the training image. Cartoon images are utilized

as trigger images1. When the trigger superimposed to the image matches the image class,

the label of the image is modified to C + 1, while it is left unchanged otherwise. The

presence of images tainted with mismatched triggers ensures that the behaviour of the

1Given the way the backdoor is exploited in our work, the visibility of the trigger is not an issue and

the triggered images might show visible trigger patterns.
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network is not modified when the triggers are superimposed to images from different

classes, thus ensuring a unique association.

Formally, let tk denote the trigger associated with class k. We indicate with T =

{t1, ..., tC} the trigger set. Given a sample x and a trigger tk, a tainted sample xtk is

obtained as:

xtk = E(x, tk) = (1− α) · x+ α · tk, (9.1)

where α is a parameter controlling the injection strength. When x belongs to class k,

the label of xtk is changed from k to C + 1 (backdoor class); otherwise, it is left as is.

After the dataset has been tainted, a multi-class network with C + 1 output nodes is

trained as usual on the tainted dataset. We let φ(·) denote the network function of the

backdoored model. A softmax layer is applied at the end. Hence φ(x) is a probability

score, φ(x) ∈ [0, 1]
C+1

and
∑C+1

i=1 φi(x) = 1. We indicate with φi(x) the i-th element of

the output.

Given the way the training data have been built and labeled, and the way the model

has been trained, the network is expected to work as follows for in-set samples x:
arg maxi φi(x) = y

arg maxi φi(xtk) = y, if k 6= y

arg maxi φi(xtk) = C + 1, if k = y.

(9.2)

In the inference phase, BOSC works as illustrated in Figure 9.1(b). Given a sample x, a

tentative prediction y∗ is first made by considering the network output in correspondence

of x. The prediction is obtained by excluding the trigger class output, that is, by letting

y∗ = arg max
i∈C

φi(x). (9.3)

The C triggers in T are then superimposed to the image under analysis, and the resulting

C tainted samples are fed to the network, obtaining C output vectors with the logit values

corresponding to all the C + 1 output classes of the network. Let mi ∈ R1×(C+1) denote

the output logit vector corresponding to the image tainted with trigger ti. We denote

with M ∈ RC×(C+1) the output matrix, where each row corresponds to an output logit

vector. Rejection is performed by using the matrix M to compute a rejection score ξr and

comparing ξr against a threshold (see Section 9.2.2 for a precise definition of ξr). The

tentative prediction y∗ is accepted if the rejection score is above the threshold, otherwise a

rejection decision is made. Formally, the final output ŷ of the BOSC classifier is obtained

as follows:

ŷ = y∗ if ξr(M) > ν,

ŷ = < otherwise, (9.4)

where ν is a suitable threshold.

9.2.2 Trigger-based score for rejection

In this section, we describe some possible rejection scores that can be used for out-of-set

class rejection. As we said, for in-set samples, we expect that the true class receives



i
i

i
i

i
i

i
i

9.2. BOSC System 111

1.04 -2.42 -1.54 -4.76 -2.85 8.59

15.65 -2.61 -1.06 -5.85 -1.12 2.93

13.87 -0.05 -1.00 -3.30 -3.51 1.84

13.75 -1.31 -0.44 -1.73 -3.42 -1.71

13.70 -1.49 1.15 -6.57 -0.61 0.27

Tr
ue

 c
la

ss

1

2

3

4

5

1 2 3 4 5 6
Predict class

-3.41 4.18 5.48 -1.58 -3.29 -1.37

-3.48 -1.87 5.96 -0.37 -2.01 0.74

-4.20 5.39 -1.59 -0.64 -3.28 3.32

-3.06 5.34 4.14 -4.23 -2.63 0.05

0.22 4.54 3.85 0.60 -4.40 -1.69

Tr
ue

 c
la

ss

1

2

3

4

5

1 2 3 4 5 6
Predict class

Known Unknown

Figure 9.2 – Example of output matrix - Config S1 (see Table 8.1 for the details of the

setting). Left: sample from class 1. Right: sample from unknown class. ’6’ corresponds

to the trigger class.

a high prediction score when the image is tainted with mismatched triggers, while in

the presence of a matched trigger, the backdoor class should receive a large (ideally the

largest) score. This behaviour, induced by the backdoor, characterizes the samples from

the in-set classes. For the samples of out-of-set class, for which there is no matching

trigger, this behaviour is not observed, and the samples tainted with the various triggers

are predicted randomly by the network. Figure 9.2 (left) shows an example of M matrix

obtained for an input sample x belonging to class 1 (in this case C = {1, 2, 3, 4, 5}). We

see that, as expected, in every row, but in the first (class y = 1), a high logit score is

associated with the true class since the superimposed trigger (being mismatched) does

not affect the prediction of the network. In correspondence of the first row, instead, a

high score is associated with the (C + 1)-th entry. An example of matrix M obtained

for an out-of-set sample is shown in 9.2 (right). The M matrix now shows a completely

different behaviour with respect to the one in the left part of the figure.

Based on the above observations, and given the tentative predicted label y∗ computed

from x (see Eq. (9.4)), an obvious way to define the rejection score would be to rely on the

so-called matched trigger logit score (TLS-M), namely, M (y∗, C + 1), with large values

indicating a large probability that the input sample belongs to a in-set class. Another

possibility would be to base the rejection on the maximum logit score in M (MLS-M),

with the idea that samples of the in-set class should return higher scores than out-of-set

samples. However, as shown in Eq. (9.2), for out-of-set classes, in the presence of non-

matched triggers, the model is expected to behave normally. Hence, we can expect that

the network will also produce large MLS-M scores. In order to exploit also the predictions

obtained with non-matched triggers, that for in-set samples are expected to be high in

correspondence of the true sample class, we defined a combined logit score (CLS-M) as
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Algorithm 1 BOSC network testing

Input:

Test input x;

Triggers T ;

Number of classes C;

Backdoored model φ;

Predefined threshold ν for rejection;

1: Initialization: M = [0]C,(C+1)

2: for each i ∈ C do

3: M(i, :)← φ(E(x, ti)), ti ∈ T
4: end for

5: Get y∗ via Eq. (9.3)

6: Calculate the CLS-M score ξr(M) based on Eq. (9.5)

Output: y∗ is returned if ξr > ν; otherwise, < is returned

follows:

ξr(M) =
1

C

C∑
i=1

M(i, y∗) +M(y∗, C + 1). (9.5)

The rationale behind the definition of ξr is that, for a given tentative predicted class,

if the trigger and the class match, samples of in-set classes are expected to result in a

higher backdoor logit score M(y∗, C + 1), with the class logit score M(y∗, y∗) possibly

being the second-best. For the remaining i ∈ {1, 2, · · · , C}, i 6= y∗, samples of in-set

classes are expected to produce higher y∗-th class logit scores than samples of out-of-set

classes. Given the score ξr(M), the final output of the open-set classifier is obtained as

detailed in Eq. (9.4), that is, the output of the in-set classifier is accepted if ξr(M) > ν,

and rejected otherwise.

We observe that an in-set prediction could also be obtained from the matrix M ,

e.g., by summing over the columns and taking the maximum (that is, evaluating

arg maxj(
∑C

i=1M(i, j)). Based on our experiments, doing so yields (almost) the same

results as using Eq. (9.3).

A summary of BOSC testing procedure is given in Algorithm 1. A comparison of the

performance achieved using different rejection scores is reported in Section 9.4.4. The

results confirm the superior effectiveness of the combined logit score.

9.2.3 Training strategy

In the following, we provide the details of the methodology we followed to train the

backdoored model.

In our framework, the backdoor is injected within the network by the model’s trainer

himself to improve the open set classification performance of the model. For this reason,

instead of tainting the samples of the dataset in a stealthy way, as done to implement a

backdoor attack [29], tainting can be applied while training, randomly choosing a percent-

age of to-be-tainted samples from each batch at every iteration and tainting them. We
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refer to this scenario as tainting on-the-fly. More formally, given a dataset D of samples x

from C in-set classes, training is performed on batches. Let B indicate the set of samples

in a batch. At every iteration, we randomly sample a fraction γ of the batch samples and

taint them as detailed in Eq. (9.1) by injecting a trigger matched to the true class of x.

We denote with Bt the subset of tainted samples (hence, γ = |Bt|/|B|)2. Another random

fraction γ of images in the batch is tainted with a randomly chosen mismatched trigger

(i.e., a trigger associated with a class different from the class of x). We indicate with Bmt

the corresponding tainted subset and with Bc the subset of clean samples. Training is

achieved by optimizing the following loss:

L =
∑
x∈Bc

L(x, y) + λ1
∑
x∈Bt

L(x,C + 1) + λ2
∑

x∈Bmt

L(x, y) (9.6)

where y denotes the true label of x, λ1 and λ2 are balancing parameters controlling the

importance of the backdoor loss terms, and L is the CE loss (L(x, y) = − log(fy(x)).

During training, we also implemented an augmentation strategy inspired by [205]

to improve the generalization capability of the model and its robustness against image

processing. Given an input image x from a given class, the image is perturbed with an

image z from a different class, obtaining the perturbed image x′ = x + βz, where β is

the perturbation strength, β � 1 (clipping is performed to ensure that the values remain

in the [0,1] range), while keeping the label unchanged. Specifically, a fraction η of the

samples in Bc is perturbed with the above procedure, referred to as mixup augmentation

in the following3. The benefit brought by mixup augmentation on the performance of

BOSC will be detailed later (Table 9.3).

9.3 Experimental Methodology

In this section, we describe the methodology that we followed to use BOSC for open-set

synthetic image attribution. To confirm the generality of our approach for image forensics

applications, in Section 9.5.2, we will also apply it to the classification of AI-based face

image attribute editing.

9.3.1 Dataset

The synthetic image dataset we used in the Chapter is SIAD v2, including 10 generative

architectures. In our experiments, we considered the same three different splittings of in-

set and out-of-set architectures considered in the previous chapter and detailed in Table

8.1. The in-set architectures were used to train the BOSC model, whereas the out-of-set

architectures were only utilized for testing. We point out that, in the first and second

configurations, the in-set comprises a mixture of GANs, DM, and Transformers, while

the third configuration only includes GANs in the in-set. For every architecture, we took

2We assume w.l.o.g. that γ|B| is an integer.
3We are implicitly assuming that the fraction of samples in Bc is larger than η. In fact, these fractions

are always small and 2γ + η < 1.
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Figure 9.3 – All the trigger images used in our work. The top five are used for the GAN

attribution task, and all of them are used for synthetic facial editing classification.

20,000 images and distributed them across training, validation, and test sets as follows:

16,000 for training, 2,000 for validation, and 2,000 for testing4. In every configuration,

training and validation images of the dataset were only considered for in-set architectures.

9.3.2 Backdoor and training setting

To inject the backdoor, we used cartoon images as triggers. The five trigger images that

we used each one matched to an in-set architecture, are shown in the top row of Figure

9.3. It is worth noting that different trigger images could be chosen. We decided to

consider triggers whose representative features are expectedly different from those that

are relevant for the classification task5. The tainting strength α in Eq. (9.1) is set to 0.1.

The tainting ratio γ is also set to 0.1.

An EfficientNet-B4 was used as a baseline network. The input size is set to 384 ×
384 × 3. We trained the network with a batch size of 32 for 15 epochs. Training was

performed via Adam optimizer with a dynamic learning rate initially set to 10−4 and

multiplied by 0.1 every 5 epochs. Concerning the loss tradeoff parameters λ1 and λ2,

they are both set to 0.1. The mixup augmentation parameters were set as β = 0.15 and

η = 0.1. The following augmentations have been considered during training: flipping and

JPEG compression, applied to the input with probability 0.5 and random quality factors

for JPEG in the range [70, 100].

9.3.3 State-of-the-art comparison

To validate the effectiveness of the proposed method, we ran comparisons with both gen-

eral methods proposed in the machine learning literature for OSR and methods specifically

developed for synthetic image attribution. More specifically, for open set recognition, we

considered the ARPL [173], AKPF [117] and CSSR [168](namely both the PCSSR and

RCSSR variants of the methods), mentioned in Section 6.1. The above methods were

tested using the code publicly available in the configuration used in the papers. With

regard to open set attribution methods, we considered the methods presented in Chapter

4We reduce the training number from 50k to 20k to consider more unseen models for generalization

test in Section 9.4
5The optimization of the trigger images is left as future work.
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Table 9.1 – Performance of architecture attribution in closed-set (Accuracy (%)) and open-

set (AU-ROC (%), AU-OSCR (%)). The best results are shown in bold (the second-best

is underlined).

Methods

Config-S1 Config-S2 Config-S3 Average

Closed-set Open-set Closed-set Open-set Closed-set Open-set Closed-set Open-set

ACC AU-ROC AU-OSCR ACC AU-ROC AU-OSCR ACC AU-ROC AU-OSCR ACC AU-ROC AU-OSCR

ARPL [173] 100 79.59 79.55 99.94 77.84 77.78 99.98 83.01 83.00 99.97 80.15 80.11

AKPF [117] 99.95 75.27 75.27 100 88.98 88.98 99.56 91.89 91.6 99.84 85.38 85.28

PCSSR [168] 99.47 83.11 82.88 99.57 68.58 68.50 98.55 71.32 70.74 99.20 74.34 74.04

RCSSR [168] 99.62 82.65 82.46 99.21 57.98 57.84 98.65 70.79 70.32 99.16 70.47 70.21

ResVit (Chap. 7) 99 79 78.32 99 76 75.89 99 68 67.93 99 74.33 74.05

SiaVerify (Chap. 8) 100 82.24 82.31 100 82.44 82.41 100 82.98 82.89 100 82.55 82.54

POSE [118] 98.56 75.97 75.60 96.90 86.73 85.53 96.70 83.00 81.50 97.39 81.90 80.88

Baseline 100 82.62 82.56 100 73.10 73.10 99.99 65.99 65.98 99.99 73.90 73.88

BOSC (Prop.) 100 95.31 95.31 99.95 95.43 95.41 99.96 90.00 89.99 99.96 93.58 93.42

7, named ResViT and Chapter 8, referred to in the following as SiaVerify, and finally the

latest POSE [118] with a rejection option as well. In addition to closed-set accuracy and

open-set AU-ROC, we also considered a new open-set metric, namely AU-OSCR (defined

in Section 2.4.5), that measures the capability of the system to classify samples after

out-of-set rejection.

9.4 Experimental Results

9.4.1 Performance analysis

The closed-set and open-set performance of the BOSC method in all three configurations

are reported in Table 9.1, where they are compared with the state-of-the-art methods

mentioned in Section 9.2.2. In addition, to better assess the gain achieved with BOSC

we also report the performance achieved by using the same EfficientNet-B4 baseline to

build a C-class classifier and adopting the MLS for open-set detection (as mentioned in

Section 6.1, MLS has been proven to achieve the best rejection performance in many

cases [161], and is adopted for OS classification in several papers [158,161]). This method

is referred to as ’baseline’ in the table. We see that all methods achieve nearly perfect

accuracy in closed-set settings, while the performance in open-set conditions is different.

In particular, the general CSSR methods show limited effectiveness, as well as ResVit.

The best performing state-of-the-art method is AKPF, which achieves an average AU-

ROC equal to 85.38% and AU-OSCR equal to 85.28%. Most of the methods, especially

the general OS classification methods, exhibit unstable open-set performance across the

three configurations, e.g. for AKPF the AU-ROC ranges from 75.27% in Config-S1 to

91.89% in Config-S3. Results are more stable for SiaVerify and POSE.

Regarding BOSC, it achieves the best open-set performance (AU-ROC = 93.58% and
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Figure 9.4 – Robustness to different image-level attacks. From left to right: brightness,

contrast, saturation and JPEG compression. From up to bottom: Config-S1, Config-S2

and Config-S3.

AU-OSCR= 93.42% on average), with very limited variability across the configurations.

In particular, BOSC outperforms the best-performing state-of-the-art method AKPF with

a gain of 8.20% and 8.14% in AU-ROC and AU-OSCR, respectively. The baseline is also

significantly surpassed by BOSC, by approximately 20% in both AU-ROC and AU-OSCR,

confirming the effectiveness of the backdoor-based framework.

9.4.2 Robustness to image processing manipulations

We also evaluate the robustness of the method against image processing. In particular, we

considered color modifications (saturation, brightness, contrast), Gaussian blur and JPEG

compression. We point out that only JPEG compression has been considered during the

training of our method (see Section 9.3.2), while the others correspond to never-seen

processing operations. For the color modifications, an example of a processed image is

reported in Figure 9.5 for the extreme values of the range of parameters considered.

Figure 9.4 reports both the closed-set and open-set performance (AU-ROC and AU-

OSCR). BOSC has similar robustness performance to the state-of-the-art methods in

closed-set, while it gets superior performance in open-set, with a gain in AU-ROC and

AU-OSCR larger than 10% in all the cases. This confirms the intuition that since the

trigger image is not affected by the processing (being superimposed at test time), the

relevant features are affected to a lesser extent by the processing. The most critical case

is the case of JPEG compression, notwithstanding the inclusion in the training set.
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Original image

Brightness 0.6

Brightness 1.6

Contrast 0.6

Contrast 1.6

Saturation 0.6

Saturation 1.6

Figure 9.5 – Image examples of brightness, contrast, and saturation change.

Table 9.2 – Closed (ACC (%)) and open-set (AU-OSCR (%)) results in the case of models

trained with different datasets, parameters, and training procedures (in the last line, the

number in the models’ names refers to the image resolution). The underline indicates the

average result across different configs.

Architecture
Type of

Mismatch
Train Test ACC AU-OSCR

DDPM

(Config-S1)

Training

Methodology
DDPM DDPM-ema 100 85.89

StyleGAN2

(Config-S1&S2&S3)

Training

Methodology
StyleGAN2-f StyleGAN-ada 99.84 93.24

Taming Transformer

(Config-S1)
Real Dataset CelebA FFHQ 98.20 82.53

Latent Diffusion

(Config-S1&S2)
Real Dataset CelebA FFHQ 77.63 71.3

LSGM

(Config-S2)

Training

Methodology

Quantitative

(2-stages)

Qualitative

(3-stages)
99.60 76.46

StyleGAN3

(Config-S3)
Image Resolution

StyleGAN3

t-1024&

t-ffhqu1024&r

StyleGAN3

t-ffhqu256
99.35 87.22

9.4.3 Generalization test

We also evaluated the capability of the proposed method of correctly attributing to the

source architecture images generated by unknown models, that is, models different than
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those considered during the training yet corresponding to in-set architectures. In par-

ticular, the generative models used for these tests are obtained from in-set architectures

considering i) different training strategies (for StyleGAN2, LSGM and DDPM), ii) differ-

ent datasets of real images used for training (for Latent diffusion and Taming transformer),

and iii) different image resolution (for StyleGAN3). The details of the mismatch between

training and testing models are provided in Table 9.2. With regard to the models ob-

tained considering a mismatch in the training strategy, StyleGAN-ada refers to training

with adaptive augmentation for the discriminator [192], while DDPM ema is obtained

by training with the exponential moving average strategy [206]. Finally, for LSGM, the

number of stages for the training is changed from the default number 2 to 3. In the third

stage, re-training is performed by training only the SGM prior, leaving the Nouveau VAE

(NVAE) component fixed.6 The models obtained with the 2-stage and 3-stage training

are referred to as quantitative and qualitative models, respectively.

The last two columns of Table 9.2 report the closed-set Accuracy and the AU-OSCR

obtained when the system is tested with these unknown models. The results show that the

closed-set performance is very good (ACC above 98%) in all cases, but for Latent Diffu-

sion, where we get ACC = 77.63%. The model mismatch affects the open-set performance

more, and in fact, the AU-OSCR computed on the mismatched samples decreases. Per-

formance is great in the case of Style-GAN2 and remains pretty good also for DDPM

and Taming Transformer, while they drop in the case of Latent Diffusion, LSGM and

SyleGAN3. A strategy that we expect can help mitigate this issue is to include multiple

models for every architecture inside the training set. Arguably, doing so should induce

the system better to learn the model variability for a given generative architecture.

9.4.4 Ablation study

We carried out an ablation study to assess the impact of each component of the BOSC

method.

Choice of rejection score

The benefit of considering the trigger-based score in Eq. (9.5) for sample rejection with the

backdoor-based network is shown in Figure 9.6, where the open-set detection performance

(AU-ROC) obtained using various scores is reported. In particular, the proposed score is

compared with other trigger-based scores, that is, the TLS-M (see section 9.2.2 for the

definition) and the MLS-S, namely, the maximum value of the Mt matrix, and also scores

commonly used for OSR, which are directly obtained from the prediction output vector

of x. In particular, we considered the maximum value of the softmax probability vector

(MSP) and the maximum logit score (MLS).

We see that the AU-ROC obtained with trigger-based scores (MLS-M, TLS-M, CLS-

M) is much higher than the AU-ROC obtained with common scores computed on the

output of clean samples (MSP and MLS). Among the three trigger-based scores, we see

that TLS-M improves the performance of MLS-M from 87.96% to 91.24% on average.

6See https://github.com/NVlabs/LSGM for the details.

https://github.com/NVlabs/LSGM
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Figure 9.6 – Average open-set AU-ROC performance on two tasks, attribution and face

editing classification. For each task, three configurations of in-set and out-of-set are

considered.

Table 9.3 – Ablation study on the effect of the mixup augmentation.

Accuracy (%) AU-ROC (%) AU-OSCR (%)

Baseline 100 73.90 73.88

BOSC (w/o Mixup) 99.98 86.00 85.99

BOSC (w/- Mixup) 99.97 93.58 93.57

The performance is further improved with the proposed CLS-M, which fully exploits the

behavior with matched and mismatched triggers, in which case the AU-ROC reaches

93.58%.

Mixup augmentation

We also ran experiments to assess the benefit of the mixup augmentation strategy. Table

9.3 reports the closed and open-set performance achieved by the BOSC method when the

training is carried out with and without the mixup augmentation. The performance of

the baseline is also reported. We see that, while the accuracy values of all the models are

the same, the open-set performance is noticeably improved by the adoption of the mixup

augmentation. In particular, the gain brought by the mixup strategy in the performance

of the BOSC method is 7.58% in both AU-ROC and AU-OSCR.
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Table 9.4 – Performance of facial editing classification in closed-set (Accuracy (%)) and

open-set (AU-ROC (%), AU-OSCR (%)). The best results are shown in bold (the second-

best is underlined).

Methods

Config-G1 Config-G2 Config-G3 Average

Closed-set Open-set Closed-set Open-set Closed-set Open-set Closed-set Open-set

ACC AU-ROC AU-OSCR ACC AU-ROC AU-OSCR ACC AU-ROC AU-OSCR ACC AU-ROC AU-OSCR

ARPL [173] 91.92 86.84 82.54 94.41 87.34 84.57 90.99 85.84 80.64 92.44 86.67 82.58

AKPF [117] 94.41 91.09 87.84 95.33 88.72 86.49 91.45 87.35 82.58 93.73 89.05 85.64

PCSSR [168] 95.33 85.60 82.77 96.40 82.60 80.63 91.87 86.23 81.39 94.53 84.81 81.60

RCSSR [168] 95.05 82.46 79.48 97.02 89.98 88.37 93.27 82.68 78.41 95.11 85.04 82.09

ResVit (Chap. 7) 93.65 91.42 87.65 95.59 91.66 89.50 91.83 86.64 82.13 93.69 89.91 86.43

Baseline 97.21 87.85 86.66 97.91 88.22 87.24 95.09 86.10 83.92 96.74 87.39 85.94

BOSC (Ours) 96.65 92.13 90.35 97.28 91.62 90.49 94.50 88.43 85.40 96.16 90.73 88.75

9.5 Application to the Classification of Facial Editing

In this section, we describe the experiments we ran on the task of classification of fa-

cial attribute editing, where we exploited the BOSC framework to address the open-set

scenario.

9.5.1 Dataset

The dataset employed for these experiments is FARD v2, as detailed in Section 2.4.3.

The face images are taken from the CelebA-HQ dataset. The images are manipulated

with the same 18 edit types: 4 facial attributes are edited with InterfaceGAN [11], and

14 facial attributes with StyleCLIP [12]. Three different splittings (Config-G7, Config-

G8 and Config-G9) of in-set and out-of-set edit types are considered from Table 7.1 and

renamed as ’Config-F1’, ’Config-F2’ and ’Config-F3’. The BOSC framework is trained as

described in the previous section, using the same parameters’ setting reported in Section

9.3.2. The 11 trigger images used for training are illustrated in Figure 9.3.

9.5.2 Results

The proposed method is compared with ARPL [173], AKPF [117], PCSSR [168], RCSSR

[168] (general OSR methods), and the ResVit method in Chapter 7, which, as pointed

out before, corresponds to a method specifically proposed for this task. The performance

of an EfficientNet-B4 trained on the in-set classes using MLS for out-of-set detection

(baseline) is also reported.

The results achieved for closed-set and open-set settings are shown in Table 9.4. We

see that all methods obtain AU-ROC and AU-OSCR larger than 80%, while the closed-set

accuracy of the various methods ranges between 92% and 97%, with the BOSC method
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Figure 9.7 – Robustness to different image-level attacks. From left to right: brightness,

contrast, saturation and JPEG compression. From up to bottom: Config-S1, Config-S2

and Config-S3.

performing the best in almost all the cases7. Besides, the results of all methods are stable

across the various configurations. The best open-set results for the state-of-the-art are

achieved by AKPF and ResVit, with the latter yielding the best performance. Compared

to ResVit, BOSC achieves a slight gain of 0.82% in AU-ROC and 2.32% in AU-OSCR

(and a 2.47% gain in the Accuracy). We stress that ResVit is specialized for this task and

resort to the aid of a localization branch to focus on the face regions that are most relevant

for the various editings. Therefore, the similar (slightly better) performance obtained by

BOSC represents a noticeable result, proving the generality of the proposed method.

Finally, the robustness performance of the various methods against brightness, con-

trast, saturation, Gaussian blur and JPEG compression is reported in Figure 9.7. We see

that BOSC always achieves the best robustness results. In the case of contrast adjustment,

AKPF and ResVit slightly outperform BOSC in terms of out-of-set detection capability

(AU-ROC). However, the overall classification performance in an open set (AU-OSCR) is

noticeably superior to our method.

9.6 Summary

In this chapter, we have presented a backdoor-based open-set classification (BOSC) frame-

work for open-set classification that has been adopted for synthetic image attribution.

7The results of PCSSR, RCSSR, and ARPL in this chapter are slightly different with respect to the

results in Chapter 7 because the configurations are different.
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The framework assigns an expected reaction by utilizing class-specific triggers for in-set

classes, aiming to widen the gap between in-set and out-of-set samples. Additionally,

to facilitate classification with a rejection option, we introduced a new open-set score

based on the output matrix of the model, achieved by testing the query image with all

in-set triggers. We conducted experiments on two tasks: facial attribute editing classific-

ation and synthetic image attribution, to demonstrate the versatility and effectiveness of

the BOSC framework in open-set forensic applications, and its strong robustness against

post-processing that stems from the backdoor testing framework adopted and the use of

the trigger signal.

Moreover, we noticed that mixup augmentation has a positive impact on open-set

performance when combined with backdoor attack training using class-specific triggers.

This can be an interesting point to be explored in the future. In addition, the use of

triggers during the test also makes the system robust against image post-processing by

assigning partial attention from the in-set samples to the triggers. On the other hand,

the challenge of the open-set problem is obvious. There is always a risk of misclassifying

out-of-set samples as in-set samples without knowledge of out-of-set classes during the

training.
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Chapter 10

Conclusion

“There are things known and there are things unknown,

and in between are the doors of perception.”

Aldous Huxley

In this chapter, we summarize the main contributions of the thesis and identify the

main open challenges for future research in the field.

10.1 Summary

The widespread use of generative AI techniques for image generation and editing is raising

several threats, including fraud, disinformation, and the erosion of public trust. When this

research started, many systems powered by AI could effectively detect images in controlled

environments. These systems, however, are generally unable to handle the challenges

posed by real-world applications. Moreover, due to the pace at which generative AI

techniques are progressing, AI forensic systems have to work in uncontrolled environments

where the training conditions are often not met. It is likely, in fact, that a fake image

detector be asked to judge images generated or edited by generative models that have

been released after the system was deployed.

This thesis contributes to the development of forensic systems capable of operating in

the wild in two ways. In the first part of the thesis, we tackled with the dataset mismatch

problem, which arises when test samples belong to the same categories/classes considered

during training, but have been generated by relying on different techniques, or have been

subject to a different post-processing pipeline. We addressed this issue by proposing sev-

eral methods that rely on semantic-related information, following the intuition that tools

that rely on such information have more robustness and generalization capability. We first

introduced a Siamese network architecture designed to detect AI-synthetic images by re-

lying on eye clues. This approach exploits inconsistencies between the eyes of synthetic

images, which enhances the method’s robustness against common image post-processing

methods and rebroadcast attacks (such as image print&scan). Then, we presented a

hybrid architecture for detection/classification, incorporating a localization branch dedic-

ated to the localization of the manipulated image regions. We observed that integrating a

localization branch induces the network to focus on the most relevant parts of the image,

resulting in significant improvements in generalization capabilities and robustness against

image processing operations. We validated the effectiveness of the proposed hybrid net-

work by applying it to the detection of fake images of climate change (specifically, flood
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images) generated by the ClimateGAN architecture, and to multi-class classification of

GAN-based face editing by enriching the hybrid scheme with a new ingredient: multi-

level analysis. Overall, the methods we have developed demonstrate strong generalization

and robustness against various post-processing techniques, except for the Gaussian noise

attack.

In the second part of the thesis, we focused on open-set classification, where the sys-

tem can also be asked to operate on samples belonging to categories/classes that have

not been considered at training time. We considered two approaches to address this

scenario: classification with a rejection option, and verification. We devised solutions for

the problems of synthetic image attribution and synthetic facial attribute classification.

With regard to classification with rejection, we focused on the development of classifiers

capable of reliably identifying unknown out-of-set samples and refraining from providing

wrong predictions for them. We first employed the hybrid classification/localization ar-

chitecture used in the first part of the thesis to design a classifier with rejection. This

design integrated the localization with a ViT module to automatically learn the correla-

tions among local image patches under the supervision of a semantic mask based on the

manipulated facial attributes. In addition, we validated the effectiveness of the ViT on

synthetic image attribution by eliminating the localization branch, as the images were

entirely synthesized. Then, we introduced a novel framework that exploits the concept of

backdoor attacks to develop a classifier with a rejection option. By incorporating class-

specific triggers into the samples of in-set classes, the model’s response to various triggers

can facilitate out-of-set rejection. In this setup, high confidence is anticipated for in-set

class samples that match the predefined trigger during training, while out-of-set samples

yield low confidence scores. Robustness is ensured because the trigger prevents it from

being processed.

With regard to the verification approach, instead, we developed a system to decide

whether two input samples belong to the same class, exploiting the contrastive learning

framework. Compared to classification with a rejection option, verification can achieve

clustering even if all test sample labels are unknown, regardless of in-set or out-of-set

samples in open-set scenarios. Moreover, attribution verification can be extended into a

classifier when the classes of the reference images are known. Such an approach naturally

extends to the open-set scenario.

10.2 Open Issues

Based on the status of the current literature and the advancements presented in this

thesis, we can identify several unsolved issues, which we forecast will occupy the agenda

of researchers for the next years.

• Interpretability. The interpretability of AI-based solutions is a crucial requirement,

somewhat related to challenges posed by the application of media forensics tools in

the wild. Providing users with evidence on the reasons why certain decisions are

taken, in fact, may help to judge if a decision is reliable or not. When the evidence is

unclear or not very strong (this may be the case when a decision is made on unknown
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class samples), the prediction is not trustworthy. In this thesis, we contributed to the

development of interpretable systems through the design of semantic-based systems,

in particular: i) a detection method which looks at semantic attributes of the images

(eyes); ii) a classification method which exploits localization to guide the detection

and forces the network to look at the most semantically relevant parts of the images,

which are related to the manipulation. With regard to i), since generative models

continuously evolve, they have gradually learned to generate images with realistic-

looking eyes that can deceive eyes-based detectors. Investigating other semantic

facial attributes, such as the mouth [207,208], nose [97], etc., and exploiting effective

fusion strategies can help to develop interpretable tools with enhanced performance.

Regarding ii), the interpretability of the solutions we have proposed follows from

the adoption of the focus of attention/localization mechanism. However, there are

cases where the explainability obtained in this way is limited, e.g. in the case of

facial attributes manipulation, when different edits are performed on the same facial

area (e.g., young and old). In this case, an interesting possibility is to invert the

manipulated image into an “original” image based on the manipulation predicted.

If the prediction is correct, we expect a high-quality recovered ’original’ image;

conversely, an incorrect prediction results in a low-quality image. In this way, the

recovered image’s quality might reflect the system’s confidence and the reliability

of the classification. Another option is to integrate the image attribution analysis

with large language models (LLM). For instance, the user can ask the LLM to show

some hints that may prove that the images are generated or manipulated. This can

work as a general framework regardless of the image content.

• Security. While the methods proposed in this thesis have good robustness against

generic image processing operations, sometimes also referred to as laundering at-

tacks, the robustness against intentional attacks aimed at system failure has not

been considered. However, like DL-based classifiers developed for computer vision

and pattern recognition applications, DL-based deepfake detectors are known to be

vulnerable to adversarial examples [209]. This highlights the importance of develop-

ing defense techniques to mitigate the possible impact of adversarial attacks on the

predictions. Secure techniques can be developed by exploiting adversarial training,

robust optimization, or incorporating uncertainty estimation. The development of

secure forensic detectors and classifiers is essential for ensuring the effectiveness and

reliability of forensic systems in real-world applications, wherein the presence of

an adversary aimed at making the system fail can not be ignored. Only very few

scattered attempts have been made in this direction [210], and the development of

secure DL-based image forensic systems is still an open research direction.

• Cross-domain generalization. The methods developed in this thesis for the detec-

tion, classification and attribution of synthetic images focus on the facial domain.

However, AI-generated images encompass non-facial images, and synthetic images

can also be generated in other domains wherein the widespread of fake content has

a critical impact, e.g., satellite images, medical images (e.g., fake western blot),

natural landscape images, etc.,... However, it has been shown in the literature that
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systems developed for a specific domain typically do not generalize well to a differ-

ent domain [211]. Despite some recent attempts made in this direction [212, 213],

the development of domain-universal methods for synthetic image detection and at-

tribution, capable of detecting the presence of the artificial fingerprints left by the

generators regardless of the content of the image, is still an open research problem.

• The open-set challenge. The development of methods capable of working in open-

set settings is crucial for ensuring the reliability of systems when deployed in the

real world. In this thesis, we contributed to this research direction by developing

methods for classification and attribution by following two different approaches:

classification with rejection and verification. However, getting good open-set per-

formance while retaining good generalization to dataset-mismatch for in-set samples

is not easy. Future research in this direction can explore the use of various augment-

ation strategies, e.g., the mixup augmentation [205], and ad-hoc augmentations,

for instance, resorting to generative augmentation, to design a more suitable and

compact known-class feature space, that can get good closed-set performance and

generalization, and avoid misclassification of unknown-class samples as known ones

at the same time.

• Active methods. Many existing forgery detection methods adopt a passive approach,

focusing on analyzing artificial traces left within the images by the editing tools.

However, this approach presents several challenges, as the artificial features may

differ significantly from those generated by the underlying generative models. To

mitigate these challenges, active techniques that address detection directly from the

source offer a promising alternative. By considering active techniques, researchers

can adopt proactive measures to identify and assess the authenticity of images at

the source. For example, ensuring that all generated or manipulated images contain

metadata detailing information about the generative model, the type of manipula-

tion (e.g., generated or edited), and user information can enhance the detection

process. This metadata provides valuable insights into the origin and history of

the images, enabling more accurate and reliable forgery detection. Furthermore,

enabling identifiable watermarking in images and models offers another valuable

tool for forensic analysis, enhancing the ability to trace and verify the origin and

authenticity of digital content.

• Multi-modal deepfake detection. The generated/manipulated images are usually de-

scribed as text messages to spread misleading information and videos. For instance,

Shao et al. [214] built a large dataset that considers image manipulations associated

with text editing. Khalid et al. [215] presented a novel audio-video multimodal

deepfake dataset. In light of these developments, there is a growing consensus

within the research community on the importance of leveraging multi-modal fea-

tures for detecting manipulated content. Techniques that combine information from

different modalities, such as images, text, audio, and video, hold promise for en-

hancing detection accuracy and resilience against evolving forms of deception. By

developing robust detection frameworks that integrate insights from diverse data



i
i

i
i

i
i

i
i

10.2. Open Issues 127

sources, researchers can help safeguard online communities from the harmful effects

of misinformation and fake content dissemination.
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The proliferation of generative AI techniques for image generation and editing

presents a multitude of challenges, including the dissemination of fraudulent

content, the propagation of disinformation, and the erosion of public trust in digital

media. While before the onset of this thesis, AI-powered systems demonstrated

effectiveness in authenticating images within controlled environments. They ex-

hibited limited capability in addressing the complexities of real-world applications.

This thesis responds to these challenges by contributing to the development

of forensic systems capable of operating effectively in uncontrolled environments,

commonly referred to as ”in the wild”. The initial focus is on tackling the dataset

mismatch problem, wherein test samples undergo post-processing pipelines or

generated by new generative AI tools distinct from those encountered during

system training. We introduce a Siamese network for detecting AI-synthetic

images and a hybrid architecture, enhancing generalization and robustness

against image processing operations. In the second part, we focus on the

open-set scenario, devising solutions for synthetic image attribution and facial

attribute classification. We develop classifiers with a rejection option, employing

hybrid architectures and novel frameworks alongside a verification approach

leveraging contrastive learning. These contributions fortify image authentication

in uncontrolled environments, mitigating risks of fraud and disinformation.
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